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The Hopkins Ultraviolet Telescope
Engineering Report for the Astro-2 Mission

1. Introduction

The Hopkins Ultraviolet TelescopgHUT) wasflown for the secondtiime as part of the
Astro-2 missionaboardthe spaceshuttleEndeavou(STS-67). The missionbeganat liftoff from
KennedySpaceCenter(KSC)at 1:38AM EST on March 2, 1995, and ended at 4:48 PM EST on
March 18 with the landing at Edwards Air Force Base. The total mission elapsed time (MET) was
16 days,15 hours,and10 minutes. Activation of HUT began at MET 0/03:44 with the activation
of the heaterbus,andendedwith its deactivationat MET 15/03:48. Onceagaintherewereno
sgnificant anomalies, and the instrument was able to gather significantly more data than during the
Astro-1 mission. Thisimprovementwasdueto the increasedefficiency of the instrumentJonger
duration of the misson, and the nealy trouble-freeoperaion of the Instrument Pointing System (IPS)
and other Spacdab and orbiter systems. Observing efficiency exceeded 60% with 385 observations
of 265 differentobjects,yielding 205 hoursof on-targetintegrationtime. In addition,the stable
pointing of the IPS enabled full resolution spectra to be obtained by HUT before any post-flight data
processing is done to reduce the effects of pointing jitter.

HUT was designed and built during the early 1980's and delivered to KSC in March, 1985.
The Adro-1 instruments wereintegrated in 1985 and early 1986, but due to the Challenger accident
werepu into ahold condition for three and a half years. During this period the HUT spectrograph
was replaced with an upgraded mode containing a newer detector and improved grating cell, and the
aqjusgtion TV camerawas replaced with a flight spare due to a problem caused by the long storage
period without regular run time. HUT was finally flown in December, 1990, as part of the Astro-1
misson aboardthe shuttle Columbia. Problemswith the IPS and other Spacelalsystemswere
overoome, andHUT andthe otherinstrumentsvereableto collecta greatdealof importantnew
data. Scientific aspects of the design and performance of HUT for the Astro-1 mission are detailed
in Davidsen et al. (1992, ApJ, pp 392, 264).

HUT remained in storage at KSC after Astro-1, with the exception of the spectrograph and
the TV camera. Thesetwo itemswere removedfrom the telescopeand returnedto the Johns
Hopkins University (JHU) for post-flight calibrationand maintenance.Prior to Astro-2, several
upgades were madeto the hardwareandsoftwareto improvethe instrumentperformance.The
iridium-coatedprimary mirror was replacedwith its flight spare ,which was coatedwith a more
reflective silicon carbidelayer. The spectrograptwas againreplacedwith an upgradedmodel,
containing a slli con cabide-coated grating and anew detedor. These changes increased the effective
areaof the instrument by more than afador of two for wavelengths shorter than 1600 A (see the plot
in 83.3). Numerous software changes were also implemented to consider the hardware changes, to
add functionality, and to correct problems from Astro-1.

This report concentrates on the engineeing performance of HUT during the Astro-2 mission,
with referenceso Astro-1 as appropriate. It also discusses the mission operations relative to both
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theinstrument and its ground support equipment. Inaddtion, the current status of HUT is discussed
with aview toward reflight should athird Astro misson be planned. A preliminary assessment of the
in-flight scientific performance and calibration of HUT during the Astro-2 mission is given by Kruk
et al. 1995, ApJ, 454, L1, and is attached as Appendix B to this report.



2. HUT Systems Description

HUT producesfirst order spectrain the wavelengthrangeof 820 A-1840 A. Light is
collected by a0.92 meter, /2 primary mirror coated with 1400 A of silicon carbide over an original
iridium layer. Thelight from the targetunderstudyis focusedonto anaperturewheelcontaining
severd ditsand holes of different sizes. Light passing through the selected aperture is diffracted off
a concave grating, alsocoatedwith silicon carbide,andis dispersedn wavelength. The grating
refocuseghe dispersedight onto the face of a microchanneplate detectorwith a UV-sensitive
photocathode, where it is converted to electrical signals and recorded.

Theingtrument is physicdly divided into two parts, the telescope module and the electronics
module. Thetelescopemoduleis composedf all thelight gatheringcomponentsandsupporting
equpment. The dedronics modue, whichismounted on the Integral Radiating System (IRS) of the
IPS, contains all of the power converters and computer processors needed for the instrument.

As with the Astro-1 mission, all the instrument hardware and software performed
exceptionally well. Thefew anomalieghatdid occurwereminor andeasilyworkedaround. No
failuresoccurredduring the mission, despite the fact that all the hardware except the spectrograph
is now more thantenyearsold. Without question,the instrumentmaintainedand extendedhe
excellent track record begun during Astro-1.

Unlike Astro-1, the orbiter and Spacelatexperiencedew problemswhich hadanyimpact
on the scienceobservations.The IPS performedvery well, providing the instrumentswith stable
pointing and rapid acquisitions.
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3. Upgrades for Astro-2

3.1  Spectrograph

The original Spectrograplf thatwasscheduledo fly in 1985wasremovedirom HUT in
1987and replaced by the improved Spectrograph B in 1989. The mechanical improvements in this
spedrograph werethen implemented on Spedrograph A, which was renamed Spectrograph C. After
Adro-1, Spedrograph B was removed from the telescope and used asabadkup. Spectrograph C was
installed in September 1993.

The only improvements made to Spedrograph C were to replace the slit wheel apertures and
the grating. The slit wheel apertureswere replacedwith more useful sizesbasedon Astro-1
experience. The osmium-coatedyrating was replacedwith a silicon-carbide-coatedne. This
coatingwasdoneby the OpticsBranchat GoddardSpaceFlight Center(GSFC) in August, 1992.

It is more reflective in the far ultraviolet spectrum and was not available prior to Astro-1.

Publisheddata show a much improved quantum efficiency for a potassiumbromide
photocathode(comparedo the Cesiumlodide coatingusedon Astro-1), for wavelengthshorter
than 1200 A. The efficiency falls off rapidly for wavelengths longer than 1600 A. For this reason,
therewereseverd attemptsto produceacombined cesium iodide/potassium bromide coating for the
Astro-2 detector microchannel plate stack. Although the .030" region of overlap between the two
coatingsbehavedsexpectedthe quantumefficiency of the potassium bromide was never as high
as predicted. Sincenoneof the coatingattemptsyieldeda significantimprovementthe Astro-2
detector used the same cesium iodide photocathode as on Astro-1.

3.2 Primary Mirror

The badkup mirror for Astro-1 wasflown on an Aries rocketexperimentn 1979. This
mirror is madeof Cer-Vit (the Astro-1 flight mirror was madeof Zerodur). The improved
refledivity of adlicon carbide coating piqued interest in replacing the Astro-1 flight mirror with the
backupmirror, if a silicon carbide coating could be applied to its surface. Since the backup mirror
had previously beencoatedwith iridium, therewasa concernaboutcoatingthe silicon carbide
diredly ontop of theiridium. Tests at GSFC during early 1993 performed on small withess mirrors
indicated that this wasnot a problem. The backupmirror wassentto GSFCfor coatingin July,

1993 The 92 cm HUT mirror wasmorethana factor of two largerin diameterthanthe largest
mirror previously coated at this facility (40.6 cm). The 1408 A coating thickness was optimized for
visible light reflectivity (anythicknessover350A is opaquefor ultravioletlight), in orderto help
maintain the faint targetacquisitioncapability of the TV camera. The coating produced55%
reflectivity in the visible, a slight drop from the 67% reflectivity of the original iridium coating.
Cdibration of the coating UV reflectivity in a JHU test chamber showed a significant improvement
compared to theiridium coating of the Astro-1 mirror, so the decision was made to install the more
reflective backup mirror for the Astro-2 flight.



This operationwas performedin June-August1993. After removalof the Aft Environ-
mental Control Canister (ECC) and the Metering Cylinder, knife-edge tests were performed on the
primary mirror to seeif it wasthe sourceof the astigmatismnotedduring Astro-1. The poor
repeaability of the resultsmadethis testinconclusive,so the sourceof the Astro-1 astigmatism
remains unknown.

The net effed of the new coatings on the grating and primary mirror can be seen in figure 3-1
at the end of this section. The effectiveareawasincreasedy morethana factor of two for all
wavelengths shorter than 1600 A.

3.3 Software

Twenty-seven HUT Dedicated Experiment Processor(DEP) Software Requirements
Requests for ChanggRFC’s) were submittedin preparatiorfor the Astro-2 mission,of which 17
were implemented and 10 were withdrawn or not implemented. All RFC's, including the seventeen
implemented RFC’s, aredescribedully in APL Memorandal SS-94-042HUT Flight Software
Requirements Request for Changes, Set 12", and S11-94-207, "HUT Flight Software Requirements
Requesfor ChangessSet13”. Thesechangesroughtthe HUT flight softwarefrom version3.4
flown on Astro-1 to version 3.6 flown on Astro-2.

The 17 software changes fall into three categories:

® Correction of problems from Astro-1

® Changes required by the spectrograph and primary mirror refurbishment performed prior
to Astro-2

® New features for Astro-2

The changes made in each of these categories are discussed below.
3.3.1 Correction of Software Problems from Astro-1

All of the problems from Astro-1 were minor inconveniences that did not affect science
data collection, but were not corrected before Astro-1 because of the lack of test time available

when they were discovered. The change notices associated with these changes are as follows:

DEP-252 Change the sequencing of code to prevent the HRM downlink from dropping
out at the issuing of a BEGIN (Item 25), SETUP (Item 20), or QUIT (Iltem 28)

DEP-254 Delay testing slit wheel position during a slit wheel move to avoid catching the
telltale at the original position

DEP-269 Fix guide star fiducial evaporation problem



DEP-275 Correct errors in status mode table
3.3.2 Software Changes Required by Refurbishment

The changesrequired by the spectrograph and mirror refurbishment consisted of updates to
cdibration data and other tablesto refled the dightly different mechanical configuration of HUT after
the work was completed. The associated change notices are as follows:

DEP-255 Update the following tables to reflect hardware changes:
1) slit wheel positions
2) SP thresholds
3) HVPS voltage settings and readbacks
4) TV magnitude tables
5) nominal mirror focus position
6) video RAM pixel size
7) TV Camera roll angle

DEP-267 Update the following:
1) Spectrograph heater H11-14 conversions
2) Proton Induced Soft Error
3) Spectrometer coverage
4) Cal Lamp pixel bins
5) Slit scribe marks

DEP-274 Update mirror backlash table
3.3.3 New Software Features for Astro-2

Most of the new fedures for Astro-2 were minor enhancements to make the telescope more
convenient to operae in norma observations, however two of them (DEP-259 and DEP-261) added
significant new capability to the telescope.

DEP-259changedhe sourcelocatemode so it automatically transitions to track the guide
stars when the source dissppearsinto the dit; previously the DEP stopped generating pointing errors
when the source disappearea, often causing an offset a guide sarlock-on at the'BEGIN” command.
The enhancament increased the spead and quality of target acquisitions, contributing to more efficient
science data collection.

DEP-261added the ability to command the main doors to positions between the fully closed
and fully open positions. This change filled the gap in available telescope apertures between the 50
cn? position of the small aperture door and the 2600cn of the half aperture position, allowing better
dynamic range control for some brighter targets.



The change notices associated with the new Astro-2 features are as follows:

DEP-249

DEP-250

DEP-251

DEP-253

DEP-258

DEP-259

DEP-261

DEP-270

DEP-272

DEP-273

Change default locate slit from blank to observe slit.
Report photon count rates in counts/2 sec instead of counts/10 sec.

Insert JOTF-ID's into HRM stream in response to the SETUP command, instead of
at receipt of the joint PREVIEW observation load.

Execute the INVERTER OFF command whether or not motors are running.
Change the QUIT timeout value from O sec to -1000 sec.

In source locate mode, generate guide star based pointing errors when the source
disappears.

Implement partial main door openings with a single item entry based on seconds of
opening time from the fully closed position.

Speed up mirror position averaging.
Allow ECOS commandswith anysourceidentifier FOXX hex,whereX is any hex
digit, insteadof only FOOX. This accommodateBmeline commandswith source

id FO10 hex.

Change ITEM 99 (shutdown) so it closes but does not latch the main doors.
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4, Instrument Processing for Astro-2

After thetelescopavasremovedirom the cruciformfollowing the Astro-1 mission,it was
moved into the ATM Clearoom within the O& C Building at KSC in November, 1991. Disassembly
of the telescope badk to the Aft ECC sedion was performed to removethe TV camera, spectrograph,
and the variouselectronicdocatedon the spectrograpimountingarms. The ElectronicsModule
(EM) wasleft attachedo the IntegratedRadiatingSystem(IRS). While the removeditemswere
transferred to JHU, the EM andthe restof the instrumentwere left at KSC. The stateof the
instrument remained unchanged until further disassembly was required to change the primary mirror
in June, 1993. The removed items, or their replacements, were returned in September 1993.

The TV camerawas maintained and monitored for degradation until its return to KSC. One
week prior to shipment back to KSC, the readout beam control voltage was adjusted in the Camera
Control Unit (CCU), to compensate for aging of the cameratube. The longest period of time that the
camerawentwithout being operated was 136 days immediately following the flight. Although the
ion spot was quite visible after this perod, alonger-than-normal maintenance run appeared to reduce
it to its formerlevel. Detailedray-tracinganalysisof the cameraopticsandtransfer lens assembly
seamed to indicate little astigmatism was present in this camera. Since there was no good reason to
replace this camera with the backup camera, it was decided to fly the same camera again.

After SpectrograptB wasreturnedto JHU, a post-flight calibrationwasperformed. The
cesum iodide photocathode used onthe HUT detedor degrades with time, so the decision was made
to fly the badkup Spedrograph C with amore recently coated detedor. The new detector was coated
aslate as posshle (May 1993, to reduce the time degradation. The electron repeller grid in front of
the detedor wasreplacedwith two parallelwires strungparallelto the dispersiordirection. This
eliminated the shadowscastby the original grid when observingthroughreducedaperturedoor
positions. In additionto the new detectorandrepellergrid, the gratingwas coatedwith silicon
cabide, amore refledive coating than the osmium coating used in Astro-1. Silicon carbide was not
available prior to Astro-1.

The only changes made to the intema power supgies wasto adjust the operating range of the
Phosphor high voltage supdy to acommodate the new detector, and to replace the Reticon Control
Eledronics with asparematched to the new detector. In addition, the CCU was readjusted to boost
the beam control voltage of the camera, as described above.

One find change was made prior to the reasssembly of HUT. The primary mirror was replaced
with the backupafterthe backup'smprovedreflectivity wasconfirmed(dueto the silicon carbide
coatingasdescribedn 83.2). This operationwas performed in June-August, 1993. Although the
telescope was already partially disassembled from the removal of the spectrograph and TV camera,
aneartota disassembly was required to remove the primary mirror. The lengthy alignment process
was completed in November, and fina assembly finished in December. A baseline test of all telescope
systems was successully completed in January, 1994. The instrument was then turned over to KSC.
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Reintegration onto the cruciform and the Spacelab pallet also proceeded nominally until the
final instrumenttest (Level 111/l Mission Sequencd est), in August,1994. During this testa
communicaions problem between the DEP and Spectrometer Processor (SP) appeared, resulting in
a completelossof datafrom the SP. The cruciform wasremovedfrom the Spacelalpalletand
returned to Level IV thefollowing week. The IRS was swung open to expose the HUT Electronics
Modue (EM). The faulty board in the DEP and the connecting board in the SP were subsequently
removed, with the EM left in place.

The source of the problem was determined to be the construction of one of the DEP circuit
boards. A Stitch-Welddesignwasused,which hasthe potentialto leavesharpedgesprotruding
through the circuit board. The conformal coating used on the surface of the board can, as a result of
themrmd cycling, put pressure on wires running along this surface, resulting in the penetration of the
wire insulation andleadingto a short-circuit. Thisis whatis believedto havehappenedwith the
result that one of the bits on the communications bus between the DEP and SP was locked high. The
short-circuitwasrepairedat the Applied PhysicsLab (APL) in AugustandSeptembeof 1994,in
addition to repladng parts on the SP board which may have been stressed by the failure. The boards
wererequalified at APL and reinstalled in September. Offline testing showed that the DEP and SP
were functioning normally.

Reintegration and testing proceeded nominally after this point. The external vacuum pump
was removed for the find time on November 29, 1994 The limited-life internal vacuum pumps were
used exclusively after this point. The payloadwasinstalledinto the spaceshuttleEndeavouron
Decamber 14. The shuttlewasplacedon the Mobile LaunchPlatformon February3, 1995,and
rolled out to the pad on February 8. Therewereno launch delays and the shuttle lifted off 13 seconds
after the scheduled launch time.

13



5. In-Flight Problems

Anomdliesfor the Astro2 mission are detailed in the sections shown in Table 5-1. Of these,
only four could havehadanimpacton the collectionof data. Only two of thesewereinstrument
problems. The+Y Door TT Mismatch error delayed the opening of the main doors although this was
at the end of an observation and did not affect data collection. The Verification Error 8 (Slit Wheel)
remains an unexplained problem but did not seriousdy hamper any observation since the longest delay
this caused wasonly abouttwo minutes. The othertwo problemswere proceduralerrors. The
Photon Count + could have caused severedamage to the detector but this was prevented by a safety-
monitor shutdown ordered by the DEP. The Ram Violation could have caused a loss of sensitivity
by degradatiorof the coatingon the primary mirror but later calibrationsdo not showany sign of
this.

Table 5-1isadired comparison of Astro-1 problemsversus Astro-2. Column one shows the
error, columns two and threethe number of occurrences, and column four lists the fix instituted after
Astro-1 or the section of this report that describes the Astro-2 events.

ANAMOLY ASTRO-1 | ASTRO-2 | SECTION or FIX

-Y DOOR TT MISMATCH 3 0 Adjusted Telltale
+Y DOOR TT MISMATCH 0 5 8§54
PHOTON COUNT?: 12 1 §5.9
VERIF ERROR 8 (SLIT WHEEL) 5 21 §5.3

VERIF ERROR 9 (FILTER WHEEL) 2 0 Software Change
INVERTER 11 2 1 §5.11
SCAN COUNT. 0 2 §5.1
+Y+Z MIRROR MOTOR POT 0 1 §5.2
PHOSPHOR 0 1 8§55
INVERTED HUT VIDEO 0 3 §5.6
HEATER ALARM 0 21 §5.7
DOUBLED SCAN AND PHOTON COUNT$S 0 MANY §5.8
RAM VIOLATION 0 1 §5.10
BRIGHT FLASHES ON VIDEO 0 ~25 §5.12
DEP PARITY ERRORS 1 3 §5.13

Table 5-1
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51 Scan Count Low Errors

During a Ku-band loss-of signal (LOS) period at MET 0/09:00, the "HSP>SCAN
COUNT 1" error message(ECOS error 5F) was receivedin the S-band data still being
downlinked. Thiserroris generatedvhenfewerthan1900reticonscansareprocessedby the SP
in atwo-secondlatacollectionperiod(the nominalcountis 1953scangertwo-secondnterval).
At the time, the detectorwasoff andthe SPwasin high time resolutionmode. The sameerror
was recorded againat MET 2/23:21,with the detectorand SP in the sameconfigurationas
before.

This error resultsfrom the way the software builds periodic histogram frames when the SP
isin high time resolution mode. Thisisaknown condition from Astro-1, and is documented in §10.8
of the Astro-1 HUT EngineeringReport,in referenceto a different effect causedby the same
software process. Also see the discussion of this problem in 811.2.1 of this document.

5.2  +Y+Z Mirror Motor Potentiometer Dropouts

At MET 0/17:20 during the joint focus and alignment procedure (FO-J3), the +Y+Z mirror
motor generateda "HUT>VERIF ERROR 12", which indicated that the mechanism,upon
completing amotion, was more than 4 pm from the commanded position. The mirror had just been
commanded from a position of =150 um to —200 pum (relative to the pre-flight, nominal focus
position), and at —200 um the +Y+Z position feedbackpotentiometershould producea scaled
reading of ~5100(on a scale from 0 to 10,000). However, the pot for this motor actually indicated
avaue of 24, corresponding to a position of +430 pm from nominal focus, while the —Z and -Y+Z
motor potsindicated the expeded values for a position of —200 um. For the +Y+Z value to be real,
the motor would have to have run in the wrong direction for 24 minutes, as opposed to the nominal
50 um focusstepof ~2 minutes. In addition,the focustargetwould havemovedoff of the TV
camerafield with a tilt of this magnitudein the primary mirror. Therefore,it wasimmediately
suspeded that the +Y +Z motor had indeed moved to the commanded —200 pm position, but that the
position feedback pot was exhibiting a dropout, or dead spot, at this position.

A checkof the+Y+Z pot voltageduringthe mirror motion from —150 pm to —200 um did
showseveraldownwardspikesto zerowith durationsof only onesamplinginterval (~2 seconds).
Oncethe motion completed, the pot voltage averaged 1.27 V with a noise level of 1.03 V rms (over
50samples), with the voltage ranging from 0.00 to 3.74 V. At a position —200 um, the pot should
have been readingabout6.06V. The largedownwardspikesandthe very high noiseon the pot
voltage are both indicative of deadspotson the pot, presumablynarrow regionsof poor wiper
contad or high contad resstanceresulting in an open or near-open circuit. There was no indication
in the data of any problems associated with the mirror reference voltage, which is the stable reference
applied across each of the mirror motor pots.

As atemporary workaround, an ITEM 83wasissled in order to run the +Y+Z mirror motor.
Sincethe DEP thought the mechanism was at +430 pm and the commanded position was still —200
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pum, the ITEM 83 caused the DEP to calculate a new run time for the +Y+Z motor and to turn that
motor on. AnITEM 84 wasthenissied immediately to abort the motion. The net effect was to run
the motor for gpproximately 4 seands, long enough to move away from the bad area of the pot, and
the resulting pot voltage was 6.06V as expected. This gave a scaled position of 5099, very close to
the original commanded position of 5101.

Afterthe focus sequence was completed, the mirror was returned to nominal focus. A plot
of the mirror motor pot voltagesduring this motion provideda map of the deadspotsbetween
nomina focus (0 um) and —200um. The +Y +Z pot exhibited the most severe dropouts. One region
near—180um, about 10 umwide, had several dropouts down to 0 V, including one dip about 6 pm
wide (asopposedo the singlesamplewide spikesdiscussecearlier,which are<1 pm in width).
Thereweremanysmallerdropoutsthroughoutthe regionfrom about-110um to —200 pm, some
of which werefairly broad. The—Y+Z pot hadseveraharrow(singlesample wide) dropouts, the
largest being 20.6 VV spike down from 5.8 V, overtherange from —130 um to —200 pm. The —Z pot
only had two narrow dropouts of about 0.8 V down from 4.6 V, but located very close to nominal
focus at —25 pm.

After the initial error,therewereno further problemsdueto the mirror motor pots. The
mirror focus was changed many times throughout the mission, mostly between 0 and —100 pm, but
it was also movedto —50,-150,and—-200 um with no errors. In addition, many observations
included offset pointings, all of which completed successfully.

Although the impact of this problem was minimal, serious consideration should be given to
replacing the pots in the event these mechanisms are ever used again for flight. As a minimum, the
dropouts should be thoroughlymappedover the full rangeof motion andtrackedover time for
further degradation.

53 Slit Wheel Verification Errors

Twenty-onetimesduring the flight, the slit wheelgeneratech "HUT>VERIF ERRORS"
error message indicating that the slit wheel failed to reach the commanded position. This was about
the same frequency of ocaurrence as during Astro-1, when five errors were generated in one third the
number of slit wheelmovements.Becausehe slit wheelis a critical singlepoint failure for HUT,
these errors wereinvestigated in great detail. No evidence of a mechanical or electrical malfunction
was found during troubleshooting,and a software changeprior to Astro-2 dealt with the
software/hardwarenteractionsuspectediuring Astro-1. The most likely explanation at this point
isthat thelogic in the slit wheel telltale circuitry is picking up edge effects or other transients in the
signalfrom thetelltale sensoiswitch, sometimesausingspurioustelitale trips which interruptthe
normal it whed motion. It should be noted that all errors occurred with the slit wheel at a nominal
slit position; the mechanism never ended a motion between slit positions.

Since the slit wheelalsoprovidesa vacuumsealfor the spectrographwhich mustremain
undervacuumat all timesoncethe detectorhasbeeninstalled,the mechanisntannotbe testedas
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part of the telescopeunlessthe entire instrumentis undervacuum. The mechanisnwastested
extensively at atmosphereluring assemblyof the spectrographandit wasalsotestedinformally
under vaauum during the spectrograph focus and calibration activities on the ground. However, all
ground testing was done using a GSE controller which, due to its design and operating
characteristics, would have prevented the detection of the type of error seen during flight.

The slit wheel mechanism flown on Astro-2 is from the original Spectrograph A which was
replacedby the upgradedSpectrograpiB in 1987. Althoughthe mechanisnwasrefurbishedand
reassembleanto SpectrographC, the telltale sensorswitch was untouchedfrom the original
mechanism.This meanghatthis particular sensor switch was tested with the telescope during the
instrument-level thermalvacuum(T-V) testin January,1985 (whereno errorsoccurred). If the
explanation proposed aboveis correct, the same conditions were likely present during the 1985 test,
and it is reasonable to exped that the same error should have occurred at some point during the test.
However, the frequency of ocaurrenceduring the flight was roughly 2% of mechanism steps, and the
total number of steps during the T-V test was probably ~50. So it is very possible that the T-V test
would not have produced the verification error.

The slit wheel mechanism uses a Hall-effect sensor switch to activate the slit wheel telltale.
Thesensor is located on the Geneva mechanism used to rotate the slit wheel, so the same switch is
used for every slit position (i.e. the Geneva mechanism completes one full rotation to move the slit
whed one eighthof aturn). The DEPreadsa feedbackpotentiometeto distinguishbetweerthe
different slit wheel positions.

During a slit motionthe DEP sampleghe slit wheeltelltale everytwo secondsbut the slit
whed motor isadually turned off in hardwareas soon as the telltale becomes active. The Hall-effect
sensor's activestateis fairly broad,spanningabout2-4 secondf the Genevawvheel's26 second
rotation cycle. It is not known how the output of the sensor behaves as the magnet on the Geneva
whed is swept past the sensor mounted next to thewhed. The control circuit which stops the motor
uses edge-triggeredlogic to determinghetelltale state soif thetelltale outputis not cleanat the
level transitionsor acrossthe active portion, the motor control circuitry could pick up false
trangtions of the telltale switch. This would cause the motor to shut off before the mechanism had
even moved from the previous position, and the verification error would result.

Of the twenty-one errors generaed, three were the second half of what were termed "double
hit" events. The three double hits followed the same pattern:

Multiple step slit wheel command issued.

Slit wheel moves 1 position in same direction as last motion (fwd-fwd or rev-rev).
Second step fails, error generated.

Slit whed re-commanded to desired position, no motion occurs, second error generated.
Slit wheel re-commanded again, motion is successful.

howbPRE

Not counting the errors which occurredas the seconderror of a double hit pair, the
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remaining eighteen errors can be charaderized acording to the commanded motion and the achieved
motion of the slit wheel before the error was generated:

1. Commanded in same direction as previous motion (fwd-fwd or rev-rev):
9 errors: 6 fwd-fwd 3 rev-rev
2. Commanded in opposite direction as previous motion (fwd-rev or rev-fwd):
9 errors: 6 rev-fwd 3 fwd-rev
3. Mechanism moved one or more steps before error generated:
8 errors: 8 same direction 0 opposite direction
4. Mechanism moved zero steps before error generated:
10 errors: 1 same direction 9 opposite direction

Thefollowing is arecordof the slit positionswhereerrorsoccurred althoughthis is mostlikely a
function of how often the given slit position was used, thus the high number of hits on slits 0 and 7.
Slit 0.....6 times Slit 1.....1 time
Slit 6.....3 times Slit 7.....11 times

The two seand resolution of the data is inadequate to properly diagnose the cause of these
errors. Thisisprimarly due to the fact that hardware is controlling the motion independently of the
DEP sampling of the telltale states. Other mechanisms, such as the doors, are fully controlled by the
DEP based on the telltale states it samples every two seconds, the same data that is available through
the HRM channel. A full understanding of the slit wheel problem will require observing the output
of the Hall-effectswitch with an oscilloscopeor similar instrumentwhich canprovidethe needed
time resolution.

Although anyerror generatedby the slit wheelshouldbe viewedaspotentiallyfatal to the
instrument's sciencereturn, severafactorsmitigatethe seriousnessf theseerrors. First, the slit
wheelalwaysreachedhe commandegositionafter at mosttwo retries. Secondtherewereno
other symptoms, such as high inverter current, to indicate a problem with the mechanism. Third, the
frequency of error events did not increase over the course of the mission, which would have raised
serious concernabouta worseningcondition which might lead to ultimate failure. Finally, the
frequency of ocaurrencewas low enough so as not to impact the crew's activities or the instrument's
datareturn. All thesefadorsindicate that the slit wheel mechanism could be re-flown as is, without
any loss of confidence in its performance or reliability.

5.4 +Y Door Closed Telltale #2

At MET 1/07:24, after gutting from a 200 crhpartial door state observation, an "HDC>+Y
DOOR TT MISMATCH" errorwasreceived. Examinationof the datashowedthatfour seconds
afterthe+Y door clutch was released, the #1 "closed" telltale became active while the #2 "closed"
telltale remainedinactive. Both of the "open" telltales were inactive at this point, and the
combination of telltale statesindicatedthat the door hadindeedclosed,but that the #2 "closed"
telltale wasnot operatingproperly. Four secondgater, the telltaleswerestill in disagreement and
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the error was generdged. Six seconds after the error, the #2 "closed" telltale became active, and the
doorsthenopenedasexpectedor the slewconfiguration. No actionwas taken at this point, as it

was thought that the cause of the problem was a very slight misalignment in the #2 "closed" telltale
microswitch. When closing from a 200 tdoor state, the force from the closing spring might not

be aufficient to drive the door al the way against its stops, and a slight misadjustment in the position
of one of the telltale microswitches could cause the mismatch error.

The balky telltale could have beemaskedn softwareto preventthe DEP from usingit in
determiningthe door state sincethe doorshavetwo redundant telltale microswitches for both the
"opened" and "closed" positions. However, if one of the "closed" telltales is masked and the other
one fails, the logic usedby the DEP in a door closingoperationcauseshe door motorto power
drive the door closed,andthis will damagehe drive mechanismf the door is alreadyagainstits
stops. Therdore, masking the telltale would not be used unless the error occurred on a regular basis.

Another+Y doortelltale mismatch error occurred at MET 3/15:47, again after a quit from
a200cnr door sate observation. This time, however, both of the "closed" telltales were active for
a single sample whenthe door first closed,thenthe #2 telltale becameanactive on the very next
sample two secondslater. Four seconddater, the mismatcherror wasgenerated.Becauséoth
"closed" tdlltales did activate, however, the DEP was satisfied that the door had indeed closed, and
did not generatea Verification Error 20 (+Y Door Fails To Close). (Note: This error is only
generaed when both door "closed” telltales do not activate within 12 seconds of a close command).
The doorsthen began opening to configure for the slew configuration. Again, no action was taken
to mask the telltale in software.

The sameerror occurredtwice morethroughoutthe remainderof the mission,bothtimes
after quitting from a partial door stateobservation.Unlike thefirst two occurrencestheseerrors
wereacompanied by Verification Error 20's (+Y Door Fails to Close), which indicated that the #2
closed telltale did not activate within the 12 second verification timeout on door closings. While in
this error state,the DEP doesnot acceptcommandgo openthe door. Either the telltale must
become active on its own, or it must be masked in software.

The first of the doubleerror eventshappenedt MET 5/05:51. An initialize mechanism
command for the +Y door (ITEM 65_-1) resulted in another Verification Error 20. Approximately
14 minutesafter the initial error, the #2 closedtelltale becameactiveon its own andit wasthen
posgble to commandhe door openwithout a softwarefix. The seconddoubleerror occurredat
MET 14/10:51, more than nine days after the previous error. This time, the #2 "closed" telltale was
still not active fifteen minutesafter the initial error,andan ITEM 90 commandwas uplinkedto
mask thetelltalein software. The door was then successfully commanded open, and another ITEM
90 wasuplinkedto unmask the telltale for future operations. No further errors concerning the +Y
door were received.

A similar problemoccurredduring Astro-1 with the #1 "closed"telltale on the -Y door.
After occurring on three consecutivedoor closings,the softwaremaskfix was installedfor the
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remainder of the misson. Although a pemanent software fix was not required on Astro-2, the cause
of the problemwasalmostcertainlythe same-- a slight misalignmentn the telltale microswitch
caused by launchvibrations,1-g releasepr the cold temperaturest the door deckon orbit. The
recommendations from the Astro-1 Engineering Report are equally applicable after Astro-2, and the
reader is referred to 84.1 of that report.

5.5 Phosphor HVPS Voltage Low

At MET 1/19:11,the"HSP>PHOSPHOR/ 1" performancemonitor error wasreceived,
indiceting that the phosphor high-voltage power supply (HVPS) output was more than 75 V below
the expectedvoltagefor the settingof the supply. The datarevealeda downwardspikein the
voltage at thistime, 5V below the low monitor limit and lasting for only a single two second sample
interval. Thereweremany other smaller spikes as well, most of them downward and most lasting for
oneto two sample intervals. The data also revealed that the supply was nominally producing 6847
V a program setting 3, about 10 V below the midpoint of the DEP's monitor limits for this setting.
The monitor limits were derivedfrom testdataobtainedat room temperaturebut the operating
environmenton orbit was10°C. The outputof this supplyis knownto decreasevith decreasing
temperatureandthe effect for a 10°C change would be about 5 V, or half the offset that was seen
from the midpoint of the monitor limits.

The sameerror occurredat leasttwo moretimeswithin aboutsevenhours. Each time the
spike lastedfor a single sample,and eachtime the spike voltagewasidenticalat 6777V. The
resolution of the A/D convetter for this channel is 2.44 V. Because the data indicated the error was
mostlikely dueto noise in the A/D conversion circuitry, and because the supply was running 10 V
below the midpoint of the monitor limits, the decision was made to lower the low monitor limit for
setting 3 of the phosphor HVPS by 10 V. This was implemented at MET 2/06:17 with an ITEM 93
to patch the phosphorHVPS monitor limits table,uplinkedby the POCC. No moreerrorswere
generated for the phosphor HVPS output voltage after the patch was installed.

5.6 Inverted Spectrum on Video

At MET 2/00:35,the detectorspectrumwhich is overlaidon the HUT TV cameravideo
suddenly inverted, so that the baselinewas at the top of the imagewith the spectrumbuilding
downward toward the bottom of the image. The TV camera video did not invert, and the spectrum
continued to build normally (although downward) as data accumulated in the histogram. An ITEM
29, which zeros out the hisogram in the DEP, was found to restore the video spectrum to its proper
orientation.

Thisproblem was believed to have occurred once before it was documented in the problem
log, and it recurred again at MET 3/00:59. The DEP software engineers discovered an error in the
code which generates the video spectrum, causing the spectrum to invert when the total number of
counts in a histogrambin exceed$5535. This problemonly affectsthe video spectrumnot the
actual histogram (science) data accumulated in the DEP memory.
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Becausehis problemonly appearediuringlong observation®f bright targetsanddid not
affect the sciencedata,its impactwasvery minimal. In fact, thesetypesof observationsverenot
performed later in the mission,in order to preservethe sensitivity of the detectorat certain
wavelengthsassociatedvith very strongemissionlines. This is a softwareproblemonly, andis
discussed in §11.2.2 of this report.

57 Heater Alarms

At MET 2/02:02:11and for several hours following this, the "HMH>HEATER ALARM"
performance monitor error was received. This monitor checks the temperature of heaters 1-14 and
compares themto therangeof acceptablevaluesasderivedfrom the setpoint andalarmlimit for
ead heater. The errorindicatesthat oneor more of the temperaturess outsideof the allowable
range.

All performance monitor errors indicate achange in condition, not the continuation of an out-
of-limit condition. Thisaam was generaed eatier during the initial activation of the DEP when the
temperaure of the instrumentwas18-20°C well abovethe upperlimit of 12°C. Thisis a normal
condition which was noted during all ground testing. The error flag will not repeat until the heater
temperatures fall within their nominal range and then go out again.

At the time when thiserror reaurred, the instrument had fallen to within its normal operating
temperauresfor the first time. Until this point was reached, only the original error flag noted above
would havebeengenerated.The heatercausingthe error (goingin andthenout of its acceptable
limits) wasHeaterl1. This heaters on the gratingendof the spectrograptandfacesout toward
space. The heaterhereis slightly too powerfulandtendsto overshootits limits dueto the slow
sampling rate of the Heaer Control Electronics. This forces the heater to remain on for a minimum
time of one minute.

The temperaure samplingrate cannotbe changedduring the flight, so the temperature
swings of Heaterl1 couldnotbereduced. At MET 2/09:40,the setpointwasdroppedto 9.5°C
from 10°C, and the alarm limit was raised to 2°C from 0.5°C. The effect of these two changes was
to turn the heateron after the temperaturdell below 9.5°C (which would keepthe temperature
closer to the desiredvalue of 10°C),andto give an alarm after a temperatureof 11.5°Cwas
measured. No heater alarms were received after these changes were instituted.

A possibleside effect of this conditionis a loss of resolutiondue to the non-uniform
temperature of the spectrograph. This could causedistortion of the spectrograptby differing
thermal expansions. Sincethe temperaturesensorfor Heater11 is mountedin the centerof the
grating end of the spectrographit representdittle thermalmassandis a poor indication of the
overall temperaturef thatendof the spectrograph.The sameamountof fluctuationwaspresent
during Astro-1. Thermal expansion from a 2°C delta would change the length of the spectrograph
by 8um. For the F/2 gratingmirror, this would movethe spectrumby 4um (lessthanhalf of the
pixel szeof 125um). Sincethe actual temperature change was less than this heater would indicate,
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it can be assumed that the resolution of the spectrograph is not measurably affected by a 2°C change
in the temperature at this heater location.

5.8 Doubled Scan and Photon Counts

During thefirst observation of the quasar 1700+64, an intermittent doubling of the scan and
photon countswasnotedon the DEP'sHSP page. Sincethis wasone of the top priority HUT
targets for the mission,therewas considerableconcernasto the causeof this responseandthe
validity of the data collected.

The problemwas causedoy the high exposuretime requiredby the TV camerafor faint
targets (magnitude 19). If thevideo exposure time takes longer than the two second data collection
cycle, no data is sent to the DEP from the SP. In this case,a StatusOnly frameis sentwhich
contains no sciencedata but does have all instrument monitoring. When the next cycle is ready, the
two previous cycles are read so no data is lost.

This is a software problem only and is detailed in §11.2.3.
5.9 Detector Shut Down due to High Count Rate

At MET 5/19:46,the "HSP>DET OFF, COUNT" safety monitor error was received due
to anexcessiveountrateon the detector. This safetymonitorimmediately shuts off the detector
when the count rate exceeds~12000 counts per second. In addition to this error, related
performanceerrorsof "PHOTONCOUNT 1", "SCAN COUNT ", and"WIDE COUNT " were
reeived. The count rate peaked at 13000 counts per second before the safety monitor in the DEP
shut off the detector.

The cause of this problemwasa proceduralkerror in which the crew failed to turn off the
detedor prior to the QUIT. Since this was a 200 cpartial door observation, the QUIT command
openedhe doorsfully to the 5200cn? opening. The safetymonitor shutdown the detectorafter
about75 second®of dooropeningwhichis approximately 2200 chof aperture area. This factor
of elevenincreasdan areacould havecausedseveredamagedo the HUT detector. However,data
collected after this incidentrevealedno damageto the detector. After this error, partial door
observations wereflagged for speaal attention by the POCC, and the few instances that the detector
was not turned off by the crew were handled in a timely manner from the ground.

5.10 Ram Constraint Violation

At MET 6/11:15, the 2C° minimum ram constraint of HUT was violated during a setup. The
doorsweremistakenly opened seven minutes early and were fully open at a ram angle of 8.6°. This
angle increasedlinearly with time until a safe angle of 22° was reachedfive minutes later.
Approximately40% of the +Z portion of the mirror was exposed during the violation, with a peak
value of 16% as shown in figure 5-1.
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This constraintviolation occurreddueto anerrorin the sequencdoad. The doorswere

closed prior to the QUIT on the previous target as required. The sequence load for the next target,

(M49), should have included a closed door state but had a door state of '5' (both open) instead. This
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openedthe doorswhenthe SETUPcommandwasgiven. For future observationsall RAM test
procedures were flagged to check for the proper door state.

The ram congraint is derived from the 16° angle (plus margin), before the edge of the HUT
primary mirror is exposed. Silicon carbideis degradedby direct exposureto atomic oxygen.
Analysis up to this point doesnot indicateany noticeabledegradation.The plot on the following
page showsthe point of maximum mirror exposure and the direction of SLEW. This indicates that
approximatelythe top 40% of the mirror wasdirectly exposedo theramduringthe SLEW. The
total duration of the exposure lasted six minutes, although the maximum exposure to any part of the
mirror did not exceed two minutes.

Sincethe diredion of SLEW only exposed the +Z portion of the mirror, it would be difficult
to determineif a small degradationof the silicon carbide coating took place. Only a full
aperturealibration before and after the incident would be able to show the degradation. There has
been no noticeable drop in efficiency noted to this point.

5.11 Inverter Current High

At MET 7/05:06,the "HDC>INVERTER " performancemonitor error wasreceived,
indicating the inverter current excealed 0.75 amperes. This error was received at the end of a mirror
motion requiring all threemirror motors. Dynamicbrakingis usedto halt all motor motionsby
reversing the motor diredion for 100 milliseconds. This prevents the motor inertia from causing the
motor mechanism to coast past the desired position. It also nearly doubles the current draw of the
inverter.

Since the currentdraw of threemirror motorsis 680 mA, dynamicbraking of the three
motorswill cettainly exceal the 750mA performancemonitor limit. The peak current reading in this
casewasl.12amperes.Althoughthe currentwill exceedhe monitor eachtime, the two second
sampling rate will miss the 100 millisecond dynamic braking in most cases.

This is a nominal conditionthat could be addressedby a softwarechange. Oneway to
eliminatethis erroris to check for motor stoppage so the error will not be issued in the same cycle
asdynamic breaking. A second way to eliminate this error would be to require the current limit to
be exceeded for two consecutive cycles, as is required of certain other monitoring.

5.12 Bright Flashes on Video

During many observations, the POCC noticed the HUT video suddenly became very bright,
asif the camerasenstivity had been increased by two magnitude settings. It was also noticed by the
crew on afew occasons. In the POCC, this condition was usually only present in one-eighth of the
image at atime, indicating that the condition only lasted for the duration of a single image. Since the
crew seeslivevideo, the condition was only visible for a few seconds. The video the POCC sees is
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only refreshed about once per minute so the condition would be visible for much longer. A review
of the camera magnitude settings reveals no change during the times in question.

Thereare severalpossibleexplanationdor this anomaly. The first possibility is scattered
light from the bright earth limb. A related possibility is a reflection from some part of the shuttle or
of HUT itself reflectingsunlightinto the camera. Anotherpossibilityis a cameraflash. It is also
possble that therecould be alatched bit in the video A/D converter. The final possibility is a change
in camera exposure time, which effectively boosts the magnitude.

A reaord was kept of the anomaly after MET 10/09:30, and all occurrences were during the
day & canera magnitude 13 through 16. Since all cases appear to have been day targets, scattered
or refleded light seems an obvious posshility. The bright band also fades towards the edges forming
a"bulls-eye" pattem which istypical of the images while observing a bright field (such as the earth).
The main reasonto dismissthis possibility is the short period of time that the bright condition
persists. Becausat generallyonly lastsfor a singletwo secondnterval,the changdan pointing of
HUT would need to be fairly rapid. Since the bright image was only noted during observations, the
pointing would be stable,tendingto discountany momentaryreflection of light dueto attitude
change. (Notethat even if this condition occurred between targets, the camera settings used would
not have revealedthe presenceof a bright image). Another problemwith this explanationis the
method the camera uses to gather its video. As described in 87.1, the camera gathers two separate
images to createan interlacedimage. Becausethe bright image occursin both halvesof the
interlacedimage(althoughit does not affect the interlaced and non-interlaced images equally), but
in neither half of the image immediately preceding or following it, a momentary flash of light seems
unlikely.

The next possibility is a camera flash caused by breakdown in the camera tube. This would
probably saturatethe entireimagethenbeingcollected. It would not affectthe other half of the
interlacedimage. Not only do both halvesof the interlacedimagebrightenduring this anomaly
(albeit to differing degrees), the field does not usually saturate. This possibility can be thrown out.

In orderto checkfor alatchedbit, a comparisorof the bright field to the normal field was
made. Thisched indicated the increase in the light levels of the interlaced and non-interlaced rows
of theimagewasnot uniform, andthuscouldnot be explained by a single bit flip. In addition, the
"bulls-eye’ pattem cannot be explained by a uniform increase as should be seen with a single bit flip.

Examination of two video images wherethis condition was present showed a doubling of the
total countsof the starsin thefield. This doublingis in additionto the higherbackground. This
seams to indicatea higher magnitudesettingon the TV camera. The possibilitiesfor a higher
magnitudesettingcould be a transientchangein any of the following: lower white level setting,
higher gain setting, and higher exposure setting. Of these possibilities, two can be discounted by the
magnitudesettingsof the cameravhenthe anomalyarose. Since most of the occurrences were at
camera magnitudesf 15 and higher,the cameragain wasalreadyat 7, its highestlevel. Soan
increae herewas not possble. In orderto increae the light level in the camera using the white level
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setting,a decreasdn this settingwould berequired. White level settingsof 4 and1 werein place

when the brightening occurred. A change in setting from 1 to O would cause a doubling in the light
level. Examinationof two casesvherethis settingwasusedshoweda factor of threeincreasen

light level, making this explanation unlikely.

The only remaining explanation for this problem being caused by a change in magnitude is an
increase in exposure setting. This is the power-of-two integration of an image before a new one is
garted (e.g. an exposure of 5 has 32 integrations for each image). Itis clear that an increase of this
vaue would double the light levels of the image. This setting (and the other camera levels) is made
in hardwareand only dtered by the DEP when anew magnitude setting is commanded. It is unlikely
that this value would increase from 5 to 6 for asingle video frame, and then change back without the
DEP orderingthe changes.lt is alsounlikely thatthis could be a bit flip from 5 to 6 (a bit change
from 101 to 110) since this requires a change in two bits.

Since al known explanationshave beerexhaustedthe causeof this condition remains
unknown. It is possiblethatotherpossibilitiesareresponsiblebut thereis no way to provethem
without detailedanalysison the ground. If time permits,attemptsshouldbe madeto recreate this
problem on the ground prior to another flight to determine its cause.

5.13 DEP Parity Errors

At MET 7/23:39 it was notedthat three DEP parity errorshad occurred,reflecting the
numberof timesa parity mismatchwasnotedbetweerthe primary and redundant DEP memories.
Someresearch was required to determine that all three errors actually occurred within ten seconds
of ead other, fourteen hours earlier. These do not generate error messages and thus would only be
noticed if the DEPsHDC page isdisplayed. These errors are bit flips in the DEP memory that could
affect operation of the instrument. Since the DEP has redundant memory planes, a single detected
parity error can be corrected by copying from the unaffected memory. This process is described in
more detail in §11.2.5.

This problemoccurreda total of five times,in threeseparate incidents, during the mission,
comparedto only oneinstancen Astro-1. While this is well within the rangeof predictederrors,
only one ocaurred during trangit through the South Atlantic Anomaly (SAA). A higher fraction was
expeded to occur through SAA, but the small number of errors do not provide enough statistics to
draw any firm conclusions.Eachof thefive errorswerecorrectedoy a backgroundDEP process
and had no impact on the mission.

Since the SP usessimilar memoryasthe DEP (without redundancy)it wasexpectedhat
pavrity errors might occaur in the SP memory as well. Since the SP does not have redundant memory,
andonly performsa parity check during hibernation, there was reason for concern about SP parity
errors. Sinceit was dedded to observe through the SAA for this mission, the SP was not placed into
hibemate mode at regularintervals. After receiptof the first DEP parity errors, the SP was
commanded into hibernatemode severaltimes during the rest of the missionto permit parity

26



cheding. Sinceit doesnotreportanyerrorsfound,it is impossibleto determingf anyoccurred.
However,it canonly fix a singleparity erroratatime, soit is known that there was no more than
one parity error between commanded hibernate cycles.
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6.  Optical Performance
For discussion of the TV camera and spectrograph performance, see 87.1 and 87.2.
6.1  Bright Object Sensors (BOS)

The bright objed detedion sysemon HUT consists of two phototransitors that are intended
to produce sgnds corresponding to the limb of the bright earth and direct sunlight. The earth bright
objea sensor (EBOS) was designedto trip wheneverthe line of sight of the telescopeis
agpproximately 20° from the bright earth limb. In this event, the DEP will put a safe neutral density
filter in placeto protectthe TV camera. The sunbright objectsensor{SBOS)wasdesignedo
detectthe sunwithin 40°of thetelescopdine of sight. On a sun detection, the DEP will close the
telescope doors, and if the ND6 filter is not already in place, also turn off the TV camera.

In flight, both sensors worked well. The EBOS was tripped approximately 67 times when the
camera filter was not alreadyin a safe configuration. The SBOSonly tripped once,during a
maneuver prior to the first Venus observation. The doors were already closed and the filter was at
ND®6, so no adionwastaken. It is unknownat whatanglethe SBOSbecameactive. Post-flight
analysis of the singledetectiongavea sunangleof approximately50°. However,therewasno
detedion nine hourslater at a sunangleof 39.7°during the secondvenusobservation. The 42°
cited below is from Astro-1.

During Agtro-1, the EBOS had atendency of tripping in daylight when the earth limb was not
ingght. Direct sunlight scatters off the quartz window and inside the EBOS baffle when the sun is
within 57°. A spedad SUN_60dternate procedure was created for Astro-2 to disable the EBOS for
observations within 60° of the sun. Having the EBOS disabled leaves the TV camera vulnerable to
damage when the eath comesinto view at the end of many observations. Special care was taken to
monitor the brightness of the TV camera field during these times.

Technical Data

Approximate Trip Angles: Earth Limb/EBOS  16°
Sun/EBOS 57°
Sun/SBOS (Astro-1)42°

6.2  Primary Mirror and Focusing

The primary mirror of HUT is 92 cm in diameter, has a focal ratio of f/2, and is coated with
dlicon cabide. The mirror is mounted on amirror postioning mechanism that has three independent
positioners with a piston range of about 1000um. This mechanism was designed to allow the mirror
to befocused to the spectrograph or to the TV camera (nominally both would be at the same focus
postion). Thefad that the three positioners are independent allows the mirror to be tilted to offset
a given target without requiring movement of the IPS.
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The best focus positionfor the TV camerawasfound to be at about+180 pm from the
ground-measured pogtion. Thisisonly an estimate, (20 um), due to the procedural error in FO-5A
asdiscused in 87.1. The best focus postion for the spectrograph was found to be at about -200 pm
from the ground-measuregdosition. Ideally, the mirror would be placed at the best focus position
for the spectrograph since this would yield the best quality science data. However, the TV camera
images weretoo defocusedo allow propercentroidingat this position. The compromisemirror
position used after MET 4/14:10 was at -100 pm.

The ground calibration of the instrument'ssensitivity differed as much as 45% from the
cdibration obtained in flight. This is shown in figure 7-1, and discussed in detail in §7.2. A decline
of at least 30% was expected due to the aging of the detector's photocathode.

6.3 Baffles

The baffle design of HUT was adequate for our requirements. The amount of scattering in
the far ultraviolet was roughly equivalentto the dark counts,an acceptablylow number. The
scattering for visible light while pointed near the sun was also acceptable as measured with the TV
camera The closest pointing to the sun, Venus, was about 40° away. Since a magnitude 2 camera
setting was used, we cannottell muchaboutthe baffle performancdrom this target. The closest
pointing in Astro-1wasat a sunangleof 43°usingcameramagnitudel5 to observeComet Levy.

No visible scattering was observed in that case, either.

All known casef visible light scatteringoccurrednearthe earthlimb, typically whenthe
EBOSwasdisabled. This would allow the TV camera to see reflected light at less than the EBOS
detedor angle of 20°without the protectionof the neutraldensityfilter. In thesecasesthe TV
camerafield brightened consderaly. Thiswastypically near the end of observations and only lasted
for a short duration of time with no impact on the TV camera.
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7.  Telescope Module Component Performance

7.1 Television Camera

HUT hasa televisioncamerathatis usedin directingthe objectunder study into the slit of
the spectrograph.This camera is a black and white Silicon Intensified Target (SIT) type tube, and
it is sensitive to visible light. While the cameraitself wasnotintendedto producesciencedata,it
was of greatimportanceto makesurethe correcttargetwasbeingobserved.Thevideofrom the
cameracould beadjustedor gainandcontrastirom a softwaretablebasedon stellarmagnitudes.
Addtiona dynamic range was obtained by using a filter wheel that had four levels of neutral density
filters mountedonit. Thisfilter wheelmechanisnwasmountedbetweerthe cameraubeand the
trandfer lensasseembly. The camerawas able to identify guide stars and targets as faint as magnitude
sixteen.

The camerawas poweredon at MET 0/05:47andwasrun continuouslyuntil the end of
observations at MET 14/22:30with the exceptionof an accidentall0 minute shutdownwhich
ocaurred at MET 8/20:55. It should also be noted that while reviewing engineering plots following
the mission,a downwardoffsetof 1% to 5% in the monitoringof severalparametersvasnoticed
while the TV camera was operating. These were:

Converter #1 Input Current Converter #3 Input Current
Converter #1 +16 Volts Reticon Temperatures
Converter #1 -16 Volts DEP Temperatures
Converter #2 +5 Volts SP Temperatures

Converter #2 +18 Volts

The reason for theseoffsetsarenotyet understoodbut arebelievedto only bein the monitoring
hardware. It caused no problems or error messages during the flight.

Thevideo fromthe TV camerais sent through the DEP to the monitors on the aft flight deck
of the shuttle. Thissigna can aso be downlinked directly by the orbiter television system. The DEP
aso has the ability to downlink frames of digitized images, as well as to inject target and guide star
marks into the video. Sincethetargetstaris not seenduring anobservationthesemarksgive a
visual indication of the pointing accuracy, as well as helping in target acquisition.

Prior to Astro-1, the camerawas never used in combination with the telescope to view a real
starfield during preflight testing. Construction of the magnitude table was based on calibration of
the camera with a black body source. There was reason to believe that the table could well require
substantial adjustmenin orderto properlyimagea starfield of a given magnitude. It wasfound
during Astro-1 that brighter settings, about magnitude eight or brighter, simply required an offset of
aboutone magnitudetoward a fainter setting. The fainter magnitudesgenerallyrequiredtwo
magnitudes of offset in the same direction. Additional adjustment was required to the table itself at
magnitudes dimmer than fifteen.
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The same magnitude table was used for Astro-2 but needed adjustment due to a decrease in
the camerasensitivityof 30 to 50%. This canbe partly attributedto the silicon carbide coating of
the primary mirror, which was 20% lessreflective for visible light thaniridium. The restcan
probably be attributed to the lessthan optimum camera focus used throughout the mission. A global
two magnitude offset to increase sensitivity was put into effect at MET 01/23:30. This change had
the effectof configuringthe TV camerawo magnitudedainter thanthe requestedetting(e.g.a
command to set the camera to magnitude 14 would actually configure the camera using the settings
in the table for magnitude 16). This same off set probably would have been appropriate during Astro-
1, since the cameramagnitudewas bumpedup manually during most targetacquisitions. For
magnitude 13 and brighter objects, the actual camera settings used were nearly identical for the two
flights. On Astro-2, objects fainter than magnitude 13 required the camera settings to be increased
an additional one or two magnitudesn orderto provide the bestvideo imagesfor the DEP to
process.

The backgroundnoise level was negligible for cameramagnitudesless than 13. At
magnitudesdimmerthanthis, the dark currentwasa factor of two higherthanon Astro-1, even
before consdering the higher magnitude settings required for the same object brightness. Although
this had no apparenimpacton acquisitionsby the DEP, adjustingthe camerawhite and black
thresholds could have significantly reduced the dark current level for improved visibility on the video
monitors.

Long periodswithout runningthe original camera, which was replaced in 1989, resulted in
abright ion spot at the center of the field. This bright spot, if not corrected, would have interfered
with the processof identifying and tracking targets. With the exception of the 4% months following
Adgro-1, theflight TV camerawasrun at least onceevery three months. The ion spot was not visible
during Astro-1, and only appearedduring the initial activationof Astro-2 when the field was
artificially lit by the illumination lamp. This posed no problem during the mission.

The transfer lens assembly appearel to perform satisfactorily. It was found that focusing the
primary mirror produced images that wereastigmatic during Astro-1. Prior to Astro-2, a knife-edge
test of the primary mirror was performed, but the results from this were inconclusive. The main test
which would reved astigmatismin flight (sequence FO-5A) was performed incorrectly and no useful
datawererecorded. Thiswasdueto an error inthe procedure which called for software integration.
Softwareintegrationhasthe effectof raisingthe brightestpixel to saturationevel andscalingthe
others accordingly. Whenthe POCCsawa saturatedixel on the video downlink, the crewwas
instructedto lower the magnitudesettingof the camerawhich reduceche light levelsto a point
where only the brightestpixel could be seen. Analysisof datatakenduring observationsising
different mirror positions showed little evidence of astigmatism.

There were severalminor problemswith the camera,noneof which had any significant
impad during theflight. The hot pixd inthe lower right part of the field present during Astro-1 was
still there. Sincethis presentedo operationalproblemsandwould be difficult to repair,it was
decided to fly again in this condition.
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The intedadng of the video image showed a definite odd/even pattern in both light and dark
conditions. This was more prevalent during faint observations where the settings for the white and
blad levelsareneaty equal, thus "stretching" the video signal. The problem was first noted during
the thermal vacuumtest prior to Astro-1 and was alleviated by reading the imagesof two
consecutiverzideoframes. This allowed each image to get equal exposure without the read of one
affeding the other. The amount of blanking (17 frames) between the two exposures was sufficient
to remove any residual exposure. This is the only known cure for this problem, so further research
would be required to addressthis condition. Sincethis condition was not noted until after the Astro-

2 mission, it is unlikely that it played any part in target acquisition.

The focused imagesizecould not be accuratelydeterminedduring the missiondueto the
procedural error in sequence FO-5A. The best focus position of the TV camera was determined to
be at approximately +180um from nominal focus, whereas the best spectrograph focus was at -200
pm. Spedrograph focus being more important, the focus was left at -100 um for most observations
after MET 4/14:10. At thismirror postion, an image "donut” with a bright section could be seen on
saturated images. The bright sedion did not increase drameatically in size despite the formation of the
donut. Sincethe bright sectionof the donutwas the proper position of the star andthe DEP
centroids on the 5 pixel box surroundingthe brightestpixel, acquisitionsshouldhaveproceeded
nominally. The main effect of the donutwasto distributethe light over more pixels, reducing
camera sensitivity. The adjusted camera magnitude settings is shown in table 7-1.

The cameraandDEP interactedwell in finding guidestars. In manycasesthe guidestars
werelocateddespitetheir not beingvisible on the video downlink by eye. This sometimes caused
problems during source locates when the DEP picked up noise after the image disappeared in the slit.
Thiswas correded by using the blank dit on all source locates dimmer than magnitude thirteen. For
its intended purpose, the camera worked as well as was expected.

Technical Data
Approximate faintest star detected: 16th magnitude

Star image size (@nom focus) 3.1 x 2.3 pixels
3.4 x 3.3 arcsec

Star image size (@-100 pm) 4.3 x 2.8 pixels
5.0 x 4.0 arcsec

Camera head temperature (average): 16°C
Total camera runtime prior to flight 1033 hours

Total camera runtime during flight 352 hours, 42 minutes
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Table 7-1

This table takesthe two magnitudeshift into considerationsuchthat the commanded
magnitude will give the above settings for full aperture.

Error flags: None
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7.2  Spectrograph and Detector

The HUT spedrograph takes light passng through the dit wheel, diffracts it from a reflection
grating, and reimages it onto an ultraviolet detector. This process separates the light by wavelength,
and the detector is used to convert this ultraviolet spectrum into electrical signals.

The spedrographis a stainlesssteelcylinderthatis vacuum-sealedOn oneendis the slit
whed medanism, which controls the light admitted to the spectrograph and acts as a vacuum door.
The slit wheelmechanisnis describedn section88.2 of this document. The detectoris mounted
next to the slit wheel. The HUT detectoris an open-facednicrochanneplate (MCP) intensifier.
The intengfieriscoupled to a linear photodiode array. Two vacuum ion pumps are mounted on the
dsde of the spectrograph, and are discussed in section 87.6 of this document. On the far end of the
spectrographis a stainlesssteel,silicon-carbide-coatedolographicallyruled, concavediffraction
grating.

The spedrograph worked well during the flight with some notable exceptions. Degradation
of the detector sensitivity was noted during ground testing. This was demonstrated by a 50% drop
in countratesof the UV calibrationlamp andthe gain of the detectoras monitoredduring these
tests. This wasattributedto "scrubbing"of the MCP by the long time undervacuum. During an
early observationthe operatingvoltageof the MCP wasraisedthreelevelsto reachthe pre-flight
cdibration gain. Sincethe "scrubbing"is greatlyacceleratedby exposureo ultravioletlight, the
detedor setting was changed again at MET 06/14. In this case, the phosphor voltage was raised one
level whereit remained for therest of theflight. Calibration data was taken regularly to monitor this
change in detector performance for post-flight calibration.

The discrepancybetweenthe initial in-flight calibrationandthe predictedefficiency was
smal. From the short wavelength end of the detector to 1055 A, the effective area was greater than
the preflight cdibration,up to a peakdifferenceof 14%at 1028A. Above 1055A however the
effedive areawas smdler than the initial calibration with peak differences as follows: 33% lower at
1176A, 3% lower at 1413A, and 50% at 1700 A. A plot of the preflight calibration versus the in-
flight cdibration is shownin figure 7-1. Sinceroughly a 30% declinein efficiency wasexpected
(from degradation of the detector's photocathode over time), the in-flight calibration was very close
to the predicted values.

Due to alignmentdifferencesbetweenthe spectrograplandtelevisioncamerajt wasnot
possble to focus both simultaneously. Ideally, the best spectrograph focus position would be used
during the flight but the 380 um difference in focus between the two was large enough to force the
use of a compromisemirror positionabout100 um from the optimumspectrograptiocus. The
worstfocuswasat 1250 A, where the spectral resolution was limited to 4.5 A. The points of best
focuswereat 900A and 1600A, where the resolution was 2 A. These positions are shifted slightly
from the desiredlocationsof 1050A and1350A. This shift can probablybe attributedto the
compromisemirror positionused. A plot of the spectralresolutionversuswavelengthappearsn
figure 7-2.
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The dark count of the detector varied during the mission from about 3'&eloits/A-sec
for thefirst 160hours, to an average value for the remainder of the mission of 4.6x¥Ccounts/A-sec.
The jump at 160 hours is due to the increase of the detector high voltage setting.

7.3 UV Calibration Lamp

A meraury UV cdibration lamp is part of the HUT spectrograph. It is able to illuminate the
spedrograph with two wavelengths that result in spectral lines on the detector. The calibration lamp
was intended to monitor the condition of the detector during ground preparations, and to check for
movement of the optics in the spectrograph after launch.

As planned, the calibrationlamp wasonly usedonceduring the flight. During the initial
adivation of the spectrographthe lampwasrun for 11 minutes(MET 0/11:14-0/11:25while a
spedrumwas aqjuired. The count rate was reasonable, indicating that the detector's efficiency had
not dropped any large amount. This can only be used as an approximation, as the count rate changes
significantly dependingon whetherthe spectrograplis in a vacuumenvironmenor in air. Thisis
due to the absorptionof ultraviolet light in the shortair paththat the light musttraversebefore
reading the spedrograph vacuum. The position of the spectral lines on the detector will indicate if
the opticsintemd to the spedrograph moved during the vibration of launch. The data taken in flight
showed no measurable movement.

The cdibration lamp is powered by a DC to DC converter, operating as high as 2300 volts.
No problems were encountered with this converter during flight.

Technical Data

Count rate in flight with lamp
(before raising detector voltage) 75 cts/sec

Primary current draw by lamp: 44 mA
Error flags: None
7.4  Reticon Control Electronics and Spectrometer Processor

Data from the reticondiode array is digitized in the ReticonControl Electronics(RCE)
padage, then passed along for processing to the Spectrometer Processor (SP). The processor in its
normal mode takes the data and produces a histogram showing the number of events centroided in
ead bin. Anothercommonmodegivesthe individual photoneventlocationsand the times of
ocaurrence A single scan mode is also occasionally used to provide data on pulse width and height
(to monitor detedor gain), but thismode allows processing of only a small number of photon events
per HRM downlink frame (2 seconds).
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Pettem noise due to a change in RCE tuning was aconcern prior to the flight. The data from
dtemating diodes onthe array is read through separate differential amplifiers before being digitized.
Thermal-vacuumestinghasshownthatthe tuning of the amplifiers to match the outputs can vary
for a numberof reasons. This could causesomecompromiseof the sciencedataif it happened
during flight. Single scan data taken during the flight showed a low level of odd-even pattern noise
on the order of 1%.

The RCE and the SP were turnedon at MET 0/05:36 and left on until after the last
observation at 14/23:31. The processomevercrashed. None of the spectralmaskswere used
during the flight. These were provided for use if the processor was being swamped with data from
one part of the spectrum at the expense of a more scientifically interesting part.

The processomwas run throughnearly all of the South Atlantic Anomaly (SAA) passes
without problems. If not in its protectivehibernatemode,a single bit flip causedby energetic
particles could cause aprocessor crash. Five parity errors in the DEP memory were received during
theflight. Asthe SPis similarto the DEP,thereis a smallbut realchanceof havingthe SPcrash
during agiven SAA passage if not hibemating, but this did not occur. Discussion of the SP software
is in 811 of this document.

Technical Data:

Average ratio wide counts/counts:0.13% at low count rates (< 250/sec)
Average ratio wide counts/counts:0.49% at medium count rate$500-1500/sec)
Average ratio wide counts/counts:0.93% at high count rates (> 2500/sec)
Average ratio narrow counts/counts54% at low count rates (< 250/sec)
Average ratio narrow counts/count80% at medium count rate$500-1500/sec)
Average ratio narrow counts/count.75% at high count rates (> 2500/sec)
Average ratio high counts/counts: approaching zero at all rates
FIFO overflows 502 during length of mission

(338 from detector shutdown 85.9)

Error flags: None
7.5 Vacuum lon Pumps

The open-facel detedor on HUT has aphotocathode coating of cesium iodide that degrades
guickly from exposure to air; therdore it must be maintained in a high vacuum state. For this reason,
the spedrograph on HUT is actively pumped at all times, either by an external pump or by one of a
pair of redundant internal ion pumps.

Through most of the groundprocessingan externalpumpingsystemis usedto keepthe

spectrograph at high vacuum. This is done because internal pumps have a limited lifetime which is
dictated by the time they are run, and the pressure they pump against. Prior to flight, pump #1 had
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used up 26.1% of its manufadurersrated lifetime, and pump #2 used 2.8%. We have found that the
actuallifetime canbe asshortas40% of the ratedlifetime. As thefailure modeof these pumps is
sometimeslamagingo the devicesthey aremountedon, therecould be considerableoncernif a
pump were to fail.

For the last month and a hdlf of ground processing, as well as throughout the flight, pump #1
was used. The pumpwaspoweredthroughthe T-0 umbilical until the endof the 9 minute hold
before launch. It was then turned off until MET 0/01:04, when the cabin payload power switch on
the mid flight deckwasactivated. Whenthe 28V busof HUT waspoweredat MET 0/03:48,the
umbilical power routing was automatically removed and primary power was activated.

During observationshe pumpmustbeturnedoff, asit produces a large dark count on the
detedor. The pump turned on instantly at the end of each of these periods, and worked flawlessly.
During ground testing at room temperéure, the pump could only be left off about 25 minutes before
the pressurein the spedrograph would rise above a safe level for the detector. The rate of pressure
build-up varies gredly with temperégure. It wasfound that during the mission, with the spectrograph
at 10°C, the maximumtime to operatethe detectorcould be extendedo hundredsof minutesif
desred. Thereisalso limited pumping through the observation aperture in the slit wheel, which also
helps to keep the presaure in the spedrograph low. As the very longest observations were scheduled
for about 65 minutes, the extension of the time limit was quite beneficial.

At the end of the misson, the umbili cd routing was again used to power the pump for several
hours before it was turned off for landing. Asthere was no way to power the pump during transport
of the orbiter from California to Florida, it was decided in advance not to power it on the ground in
Cdifornia. Theadua pump off time following the flight was approximately 25 days. After Astro-1,
the pump wasleft off for 84 daysfollowing the flight. The pressuran the spectrograptoseto
about 30 millitorr during this period, comparedto 70 millitorr following Astro-1. Sinceno
degradation wasnotedin the detectorfollowing Astro-1, it is suspectedhatthe sameis true for
Astro-2.

Technical Data

Average pump #1 pressure: 4.6x 10 torr
Average pump #1 primary current: 94 mA
Rate of pressure build at 10°C: <5 x 1@ torr/min

Error flags: None (other than nominal time warnings)
7.6  Detector High Voltage Power Supplies
The detectoron the HUT spectrographequiresthreehigh voltageinputs. Thelower two

voltages areapplied to the microchannel plates and are roughly 250 and 2900 volts. A single DC to
DC converter supplies these two voltages. A separate DC to DC converter supplies the 7000 volts
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required by the phosphor screen anode of the detector. Both of these power supplies are mounted
on the spectrograph spider arms of the telescope, and are designed and constructed to operate in a
vacuum environment.

The power converters wereturned on for the first time on orbit at MET 0/11:06. They were
turned on anytime the detectorwasrequired,andturnedoff at all othertimes. Thereweretwo
errorswith the phosphor supply during the flight. These are documented in 85.5. Neither problem
caused any constraints to observations.

Technical Data

MCP HVPS nominal current: 24.5 mA
MCP HVPS nominal voltage: 2.90 kv
MCP nominal program setting: 7

Initial Setting:

Phosphor HVPS nominal current: 36.4 mA
Phosphor HVPS nominal voltage: 6.85 kV
Phosphor nominal program setting3

Setting after MET 6/14:35:

Phosphor HVPS nominal current: 37.3 mA
Phosphor HVPS nominal voltage: 6.99 kV
Phosphor nominal program setting4
Approximate flight run time: 205 hours

Error flags: (2) Phosphor Voltage Low
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8. Mechanism Performance
8.1  Shutter Door and Small Aperture Door Mechanisms

The HUT door system consists of two independent half-shutter doors, and a Small Aperture
Door (SAD). During flight, only one problem developed on these mechanisms. This error, involving
the+Y door, isdetalled in 85.4 of this report. The error occurred four times during the mission and
was causedoy a misaligned'closed"telltale. In threeof the four casestherewasa delayin the
telltale beaoming active. In the last case it was necessary to mask the telltale in order to reopen the
doors.

Thereweresix door configurationsavailablefor HUT. These were referred to by the area
of primary mirror exposurg(1, 50, 200, or 750cn¥), or ashalf (2560cm?) or full apertureg(5120
cm?). Thesmallesiopeningsvereachievedoy usingthe SAD mountedin the+Y door. The 200
cnv and 750 cnt positions were reached by closing the -Y door, and partially opening the +Y door
for 37 or 60 seconds. For detedor safety during 1 cAobservations, the -Y door would be partially
opened for tensecondgnot enoughto permitlight to enter),to keepthe telescopgressurdrom
rising to an unacceptable level due to outgassing.

All door configurations except the 1 criwere used during the flight. The reasons the 4 cm
configurationwasnot usedwerethatfew targetsthis bright were planned(none were HUT prime
targets), and thesewere not observedby HUT due to operationalconcerns. All other door
configurations worked nominally. Therewas concernprior to Astro-1 that the pumpingspeed
through the 50 cm? opening would not be sufficient to keep the telescope to a pressure low enough
for safedetectoroperation. Testsduring bothflights seemedo indicatethatthis precautionwas
unrecessary, and it was not used on Astro-2. However, if the  apening had been used, the -Y
door would have been partially opened.

Another potentia problemwith the doors was the lack of heaters and temperature monitors.
This is discussed in 810.2 of this report.

Technical Data

Opening of SAD for outgassing: 0/07:38
Opening of shutter doors for outgassing: 0/08:31
Measured +Y opening time: 121 sec
Measured -Y opening time: 120 sec
Measured +Y closing time: 6 sec
Measured -Y closing time: 6 sec
Measured +Y latching time: 60 sec
Measured -Y latching time: 60 sec
Measured +Y unlatching time: 8 sec
Measured -Y unlatching time: 10 sec
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Measured 1 cAropening time: 26 sec

Measured 1 cAtlosing time: 24 sec
Measured 1 cAto 50 cnitime: 90 sec
Measured 50 cfrto 1 cnitime: 89 sec
Total flight cycles +Y door: 104
Total flight cycles -Y door: 114
Total flight cycles +Y door (200 cfn 13
Total flight cycles +Y door (750 cfh 25
Total flight cycles to 1 cfn 0
Total flight cycles to 50 cfn 26

Error flags: (2) +Y closed verification errors
(4) +Y telltale mismatch errors

8.2 Slit Wheel Mechanism

The slit wheelmechanisnon HUT hastwo functions:to provide a vacuumdoor for the
spedrograph, andto positiondifferentsizeslits to control the light admittedto the spectrograph.
The dit whed is powered by a synchronous motor driving a Geneva mechanism. Vacuum sealing is
provided by a viton o-ring that the wheelis compresse@gainst. Thereare eight slit positions
including the blank position used to seal the spectrograph.

The dit wheel mechanism completed all commanded motions nominally, with the exception
of twenty-one that were aborted before the wheel moved. All of these problems were addressed by
reisaling the commandednovementsometimegwice. A discussiorof this software/hardware
interadion problemisin 85.3 of thisdocument. It should be noted that early ground testing showed
minor medhanism wearafter 200motions. Since there were over 1000 motions during the flight, an
ingpedion issuggested before another flight. This not only requires disassembly of the mechanism,
but also requires bringing the spectrograph up to atmospheric pressure.

Technical Data:
Approximate observational uses: position0 127

position 1 48
position2 16

positon3 0
positon4 O
position5 9

position6 77
position 7 238

Approximate number of single steps: 1052
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Average time per step: 22.1 seconds
Error flags: (21) Verification errors
8.3  Filter Wheel Mechanism

Thefilter wheel assembly is used to control the amount of light received by the TV camera
onHUT. Itis powered by a synchronous motor driving an eight position Geneva mechanism. The
eight positions consist of four neutral density filters and four color filters.

The filter wheelassemblyworked perfectly. Althoughthe mechanisms similar to the slit
whed, therewereno errors by the filter wheel during the flight. The color filters on the filter wheel
were not used. Thesewere originally intendedfor use during observationsof CometHalley.
Dependingon the amountof work to be donebeforeanotherflight, it mightbe worth considering
changing these out in favor of additional neutral density filters. After the flight, fourteen cases were
found wherethe filter wheel either moved in the wrong direction or moved an extra rotation. Most
of thesemotionsmovedfrom position 1 to position 0 by the long way (eg. 2,3,4...0),or after
returning to O, moving an additional rotation (8 steps) before resting at position 0. These are not yet
understood.

Technical Data:

Approximate observational uses: position0 0

position1 388
position2 17

position 3
position 4
position 5
position 6
position 7

[eoNeleNolNo

Approximate number of single steps: 1244

Average time per step: 5.8 seconds

Error flags: none
8.4  Mirror Positioning Mechanisms

The mirror positioning mechanismsvorked nominally throughoutmost of the flight.
Backlashtestdataagreedwell with thatmeasurean the ground. The pots responsible for giving

positiondatahad badspotsthat resultedin voltagedropouts,causingoccasionalnvalid position
indications. This wasespeciallyevidentin the+Y+Z potin theregionfrom -150 umto -200 um.
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The amountof mirror motion necessaryo reacha commandegositionis calculatedn termsof

motor run time. An erroneougot readingat the endof a motion could force a large erroneous

mirror motion for the next movement. In this case, a motion would need to be started and aborted
to reat a"good" region of the pot. This was necessary once during the mission, at MET 0/17:24.
This was also the only error resulting from this problem and is detailed in 85.2 of this report.

Due to the focusdifferencebetweerthe TV cameraandthe spectrographthe mirror was
moved muchmorethananticipated. Whenalossin TV cameraresolutioncould betoleratedthe
mirror was moved from the nomina position to -100 um. Other than follow-up efforts to determine
the TV camerafocus, the mirror was generally left in the nominal focus position until MET 4/14:06.
After this point, the mirror was generally positioned at -100 pm.

Technical Data

Focus Position -Z position +Y+Z position -Y+Z position

nominal 3742 3559 3496 counts
-100 pm 4550 4367 4304 counts
Backlash times (seconds):Mirror Motor  Ground Orbit
-Z 10.81 12.81
+Y+Z 3.06 4.19
-Y+Z 3.75 4.31
Mirror reference voltage: (min) 11.87 volts

(max) 11.92 volts

Error flags:  One mirror position error
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9. Power Supplies and Other Electronics

HUT has threeseparatdow voltageDC to DC converters. It alsohasan AC inverterto
power the eight synchronousmotors usedfor various mechanisms. All of theseconverters
performed nominally throughout the flight. The only error message received was for a high inverter
current. Thisproblem, detalled in 85.11 of thisreport, was actually a nominal condition that was not
accounted for in the monitoring logic.

The electronicsusinput voltagewasnot directly monitored,but canbeinferredfrom the
currentdrawnby converter#3. Basedon its averagecurrentof 146 mA (seebelow),theinferred
averageelectronicsinput voltagewas27.7V. Therefore the averageelectronicspower for the
Astro-2 mission, exclusive of heater power, was 177 watts.

Technical Data:
minimum maximum  average
Total current draw (excluding heaters): 3.3 7.9 6.4 A

Error flags: One
9.1 Converter #1

Converter #1 powersthe SpectrometelProcessorand the Reticon Control Electronics
package. Current draw and voltages produced were steady throughout the mission and
corresponded well to the values obtained during ground testing. There were no real problems with
any of the devicesthat used the power produced by this unit. Converter #1 was powered up at MET
0/05:37 and left on until 14/23:31.

Technical Data:

minimum maximum average
Current draw: 1.55 1.70 1.59 A
+5 volts SP: 4.89 5.01 4955 V
+5 volts RCE: 4.83 4.88 4857 V
+16 volts: 16.97 17.43 17.35 V
-16 volts: -16.10 -15.64 -15.90 V

Error flags: None
9.2 Converter #2
Converter#2 powersthe DEP, referencevoltages televisioncameraandtheillumination
lamp. Current draw and output voltages were unchanged throughout the mission, except when the

load was changed. The levelsmeasuredverecloseto thoseloggedduring preflight testing. All
eledronics using the outputs of Converter #2 behaved well during the flight. This power supply was
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turned on a MET 0/04:42 and run continuously until 14/23:32. The DEP was not operational until
MET 0/05:09, so no HRM is available prior to this time.

Technical Data:

minimum maximum average
Current draw: 2.88 4.17 4.07 A
+5 volts: 5.216 5.282 5.259 V
+12 volts: 12.02 12.18 12.14 V
-12 volts: -12.59 -12.46 -12.54 V
+18 volts: 18.70 18.90 18.80 V

Error flags: None
9.3 Converter #3

Converter #3 powersthe HeaterControl Electronicsand the currentmonitor circuitry.
Currentdraw and the single monitored output voltage changed little during the flight, with a slight
generalincreasan currenttowardstheend. Thisis indicativeof a slight decrease in input voltage
to the instrument, which was expected. All values measured were very close to the preflight testing
levels. No problemsweredeteded on any of the devices which were supplied by Converter #3. The
converterwasturned on at MET 0/03:44 and turned off at the end of the mission at MET 15/03:48.

Technical Data:

minimum maximum average
Current draw: 143 151 146 mA
+12 volts: 12.05 12.13 12.08 V

Error flags: None
9.4 Inverter

There are eight synchronouamotors which drive the mechanismon HUT. They are
poweredby a 400 Hz inverter,which is ableto supplyup to four motorsat the sametime. The
inverter phasing is controlled by the DEP to choose the direction of motor movement. Whenever a
mechanismmotionis stopped, the inverter reverses its direction for a brief time in order to control
the stoppingpositionof the motor. This reverse motion causes a doubling of current draw for the
brief 100msduration. The one error message indicating high inverter current was explained by this
adion. Thisisdetalled in 85.11 of this document. There were no problems with the inverter during
the flight.

Technical Data:

nominal braking
Current draw (1 motor): .255 490 A
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Current draw (2 motors): 480 905 A
Current draw (3 motors): .710 1.360 A

Approximate total on/off cycles2633

Error flags: (1) Inverter current high
9.5  Other Electronics

Other dedronicsthat are used on HUT include power switching, heater control electronics,
filtering, fusing,telltalesandpressureswitches. All of thesefunctionednominallythroughoutthe
mission. Currentandvoltagemonitoringhadoccasionaproblemswith thefifth or sixth bit of the
analog to digital converter latchinglow in caseghatit shouldhave beetigh. This problemwas
known from preflight testing. This seamsto ocour inabout 1 of 100 conversions for which these bits
should be high. This results in an error of less than 1.5% of the full scale reading.

Technical Data:

Error flags: None
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10. HUT Thermal Control System Performance

10.1 System Description

The HUT thermal control system consists of 19 groups of foil type heaters, 24 temperature
sensors, 4 themostats, multi-layer insulation (MLI), thermal control coatings, and a smart controller
cdled the Heater Control Electronics (HCE). The purpose of the system is to control the absolute
temperatureof the structureandthe electronicsas well asthe thermalgradientsof the metering
cylinder and the spectrograph housing.

The 19 hedersarelocaed as follows: 3 are on the telescope mounting feet, 7 are on the aft
sedion of the EnvironmentalControl Canister(ECC), 4 are on the spectrographl is on the
baseplate of the ElectronicsModule,and4 areon the electronicsmountedon the exteriorof the
Telescope Modue (i.e., the CameraControl Unit, the Bright Object Sensor Electronics, and the Sun
and Earth Bright Object Sensors). The 14 TelescopeModule (TM) heaters(feet, ECC, and
spedrograph)aswell asthe ElectronicsModule (EM) heaterare individually controlledby their
associated temperature sensors. The 4 electronics heaters are thermostatically controlled.

The seven heaterson the ECC were usedto control the absolutetemperaturesnd the
thermalgradientsof the meteringcylinder. The ECCis an aluminum cylinder mounted concentric
to and outsde of the Invar metering cylinder. The metering cylinder is used to control and maintain
the alignmentbetweerthe primary mirror andthe spectrograph. The seven heaters are located on
the ECC and their respective temperature monitors are located on the metering cylinder itself. The
metering cylinder had a 7°C longitudinal and 4°C circumferential maximum thermal gradient
specification.

The four spedrograph heders had asmilar function for the spectrograph. Three heaters are
located on the spedrograph mounting ring, and the fourth is on the grating end of the spectrograph
itself. The corresponding temperature sensors are all located on the spectrograph vacuum housing.
In thatcasethe longitudinalandcircumferentialgradientspecificationdor the spectrographvere
1.0°C and 0.7°C maximum, respectively.

In additionto the 15 controltemperaturesensorsthereare 9 temperature monitor sensors
all located on electronics packages in the EM (6) and the TM (3).

The HUT thermal control systemhastwo modesof operation:survive and slave. The
survive modewasintendedfor usewheneverthe DEP wasnot activated. In this modeall of the
heders are always enabledandthe on and off thresholdsare fixed in hardware. This mode of
opergionwas used for the period of time from HUT heater bus activation to DEP activation at the
beginning of the missionand for the period of time after DEP deactivationuntil heaterbus
deactivation at the end of the mission. The total time that the instrument was in survive mode was
5 hours 45 minutes. These on and off temperéure thresholds for survive mode are given in table 10-
1.

48



HEATER LOCATION ON THRESHOLD | OFF THRESHOLD
Telescope Heaters (14) 0°C 5°C
Electronics Module -8 °C -2°C
EBOS and SBOS -35°C -25°C
BOS Electronics -18°C -10 °C
Camera Control Unit -10°C -2°C
Table 10-1

The thermal control system operated in the slave mode whenever the DEP was active. This
isthe primary mode of the system. In this mode, the 14 TM heaters have commandable on/off and
alarm thresholds. The HCE samplessachtemperatureevery 32 secondsindcontrolsthe heaters
every 64 seonds. Thereisno temperaure hysteresis in the control algorithm. The system provides
hysteresis and prevents oscillation by ensuring that the heaters are either on or off for a minimum of
64 seonds ead). The system also has the cgpability of either enabling, disabling, or powering on any
subsetof the 14 TM heaterdoy command. The ElectronicsModule heatercanbe disabledin the
dave mode; otherwise, it operates the same as in the survive mode. The thermostatically controlled
electronics heaters operate the same independent of mode.

10.2 Summary of Operation

The HUT thermal control systemworked extremelywell. The maximum temperature
recorded during the mission was 43°C at the DEP shortly after turn-on. The minimum temperature
was-2.6°Cattheinverter. The telescope temperatures were approximately 18.6°C at turn-on and
gradudly fell to the heater set points of 10°C (telescope and spectrograph) over a period of 6 to 25
hours. Oncethe hedersturned on, the temperatures were controlled to within a maximum of 1.7°C
of the set points for the remainder of the mission.

The EM baseplatéemperaturegraduallydroppedto ~2°C andthendrifted from -1°Cto
+8°C. Thelow powerelectronican the EM fluctuatedfrom -3°Cto +14°Cwhile the high power
DEP and SP varied from 27°C to 36°C.

The metering cylinder gradient specification was 7°C longitudinal and 4°C circum-ferential.
Once the heatersbegancontrolling the system,the maximum gradientswere 0.5°C and 0.3°C
respectively.

The spectrograplgradientspecificationwas 1.0°Clongitudinaland0.7°Ccircumferential.
The number of thermocouples is insufficient to directly measure these gradients. An indirect, worst
case measurement resulted in amaximum 1.5°C longitudinal and 0.3°C circumferential. This did not
affect the operations of the instrument.
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The TV cameratemperature fluctuated from 15.1°C to 17.5°C, generally about 1°C warmer
than Astro-1. As notedin 87.1,the dark currentwasnoticeablyhigherthanAstro-1, but with no
known impact on observations. The spectrographtemperaturewas controlled at 10°C and
calculations for the allowed vacuum ion pump off time were in the hundreds of minutes range.

Prior to Adro-1, therewas aconcern that the front end of the telescope would run too cold,
(thet the actual cold case would be colder than the cold case to which the telescope was designed).
This could result in damage to the Bright Object Sensors, the doors, or the Small Aperture. There
areno themad sensorsin this area of the telescope and therefore no means of determining how cold
thingsadually got. The pogt-flight condition of the hardware and the flawless operation during both
flights of each of the subsystems involved have alleviated this concern.

The heaer bus dissipated a rough average of 80 watts while the HUT doors were open and
63 wattswhile theywereclosedoverthelengthof the mission. The maximum current drawn was
9.36 amperes.

10.3 Times of Operation/Survive Mode Performance

The HUT heaer buswasactivatedat MET 00/03:44. The systemcameon in the survive
mode and remained in that mode until the DEP was activated at MET 00/05:09. During that period
the system temperaures wereapproximately 18°C and the heaters did not activate. Upon powering
and loading of the DEP, the heatercontrol systemwasautomaticallyswitchedto the slavemode.
The sysem remained in slave mode until the DEP was powered off at MET 14/23:32. At that time
the systemwentbackto the survivemodeuntil the heater bus was powered off at MET 15/03:48.
The shuttle was positionedbayto earthfor the remaindetrof the flight, soheatersvereno longer
required.

10.4 On/Off and Alarm Thresholds

The default on/off threshold was set to 10°C for the ten (10) TM heaters and for the four (4)
spedrograph heaters. The default alarm thresholds were 2°C for the TM heaters and 0.5°C for the
spedrographheaters. The setpoint andalarmlimits for H11 werechangedcat MET 02/09:40to
9.5°C and 2°C, respedively, due to the excess power dissipated by this heater. The temperature for
H11 frequently exceealed the original lamm limit of 10.5°C during the 64 second control cycles of the
HCE. A lower power heaerfor H11would dleviate thiscondition. No heater alarms were received
after the new alarm limit was set.

10.5 Temperature Trends - Telescope Module
The temperguresinthe TM were between 17.5°C and 20°C when the DEP was first loaded
and telemetry initisted. As can be seen from the plots on the following two pages, the temperatures

in the telescope tended to drop in groups with the forward section of the aft ECC [H8, H9, H10, and
H3 (foat)] dropping the fastest, followed by the spectrograph (H11 through H14), the aft section of
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the aft ECC (H5, H6, and H7), and finally the rear of the telescope (H1, H2, and H4).

On Astro-1,thetemperatures at the forward section of the aft ECC [H8, H9, H10, and H3
(foot)] droppedinearly at about1°C/hour. Thefirst heaterto turn onwasH9 at MET 00/11:15.
The otherthreeheatersn this groupturnedon within 1.5 hours of this time. On Astro-2, the rate
of temperature decline was nearly the same as on Astro-1 until 13°C was reached at MET 0/10:30.
At thispoint, the temperature remained nearly constant until MET 0/23:30. Then the temperatures
fell to the heater set points of 10°C. The first heater to turn on was H10 at MET 01/01:02.

The spedrograph temperaures (H11 through H14) dropped linearly at 0.4 - 0.5°C/hour and
heaters 11-13 first turned on between MET 01/02:53 and 01/03:59. H14 dropped at a slower rate
anddid notturn onuntil MET 1/14:31. This heateralso was on less often and for shorter periods
of time than the other heaters.

The third set of hedersto turn on werethose a the aft end of the aft section of the ECC (H5
through H7). Thesethreesensorsdropped linearly until they reached ~16°C at MET 0/10:30. They
then fell at adowerrate untii MET 0/13:30 when they reached 14°C. They remained stable here for
ten hours before continuing to fal to their setpoints. These heaters came on in the period from MET
02/01:32 to 02:03:58.

Thefinal setof heaterdo turn onwereat the aft end of the telescope (i.e. the two aft feet,
H1 and H2, andtherearcover,H4). Theseheaterssameon betweerMET 2/13:44and6/08:09.
On Astro-1, these turned on between 01/14:17 and 01/21 :20. Itis not understood why H2 came on
nearly4 dayslaterthanH1. Sincethis is near the WUPPE Electronics, perhaps the delay was due
to radiative heating from there.

Only one of the four thermostaticallycontrolledheatershasa temperaturesensoroutput
asociated with it. The CameraControl Unit ismounted on the outside of the forward section of the
ECC. Itstemperaure fluctuated between a high of 29°C shortly after turn-on to a low of 11°C. At
14/22:30the TV camerawasturned off and the CCU temperature dropped exponentially from 20°C
to 2.2°C,whichwasthelastavailablereading. The heaterdid not comeon in survivemode. The
small currentdrawnby the otherthreethermostaticallycontrolledheaterss difficult to readwhen
comparedto the othermuchlargerheatersput canbe measuredvhenrun alone. It wasderived
from this method that these heaters were used during the mission.

The cameraheal temperature was at 19.5°C at turn-on and rose exponentially to 25°C over
aperiod of 2 hours. It then fell to ~16°C over a period of 36 hours and fluctuated between 15.1°C
and17.5°Cfor theremainderof the mission. In the hourfollowing the turn-off of the camera, the
camera head temperature fell 3.8°C.

The Reticon Control Electronicswas at 16.2°Cwhen the systemwas poweredon and

increasedo 29.2°Cover the first two hours. It then drifted down to 22°C over the next 30 hours.
The temperature remained in the range from 21.0°C to 22.9°C for the remainder of the mission.
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10.6 Temperature Trends - Electronics Module

The EM was bolted to the Integrated Radiator System (IRS). The EM heater, H15, which
was mounted on the baseplate of the EM, had fixed setpoints of -8°C (on) and -2°C (off). H15 did
not adivate during the misson. The baseplate temperature started at 20°C and fell gradually to 2°C
by MET 01/00:00. It fluctuatedbetween1°Cand 8°C for the remainder of the mission. The EM
baseplateemperaturavasthe only temperaturehat appearedo havevariationswith the orbital
period. Variationsof 3°Cto 4°C peak-to-valleywith 90 minute periodsoccurredthroughoutthe
mission.

The EM circuit board temperaturegendedto follow the baseplateemperature. The
Command RelayModule, Converter#1, and Converter#2 all remainedwithin about3°C of each
other and 2°C to 4°C abovethe baseplate.The invertergenerallywasabout1°C lower thanthe
baseplate, and generally was the coldest temperature measured on the instrument.

The DEP and SP temperaures wereneaty identical and remained about 28°C to 29°C above
the baseplate.Thesetemperaturesyhich werethe hottestmeasured on the instrument, peaked at
43°C one hour after turn-on.

10.7 Temperature Gradients

The maximum temperaturegradient specificationfor the metering cylinder was 7°C
longitudinal and 4°C circumferential. The maximumlongitudinal gradientwas 4°C prior to the
metering cylinder temperaures reading the set point and 0.5°C after all of the temperatures reached
the set points. The maximum circumferential gradients were 1°C and 0.3°C, respectively, before and
after the temperatures reached the 10°C set points.

The requirements for the spedrograph longitudinal and circumferential thermal gradients are
1.0°C and0.7°C,respectively. Thelocationof the H11 throughH14 temperaturesensorslid not
provide true spectrograptongitudinalthermalgradientinformationsincethey arelocatedon the
spedrographcylinder(H12-H14)andtherearface(H11). An indirectmeasurementesultedin a
maximum 1.5°C longitudina and 0.3°C circumferential. Exceeding the gradient specifications could
result in a degradationof the focus and/ora shift in the wavelengthlocationin the detectoras
detailed at the endof 85.7. Neitherof thesetemperature-induceconditionswereevidentin the
data.

10.8 Heater Bus Power
The maximumcurrentdrawnon the heaterbusduringthe mission was 9.36 amperes. The
averagecurrentis difficult to judge from the plotted data but a good estimate is approximately 2.9

amperes while the doors wereopen. For five smal aperture observations where the main doors were
closed, the average heater bus current was 2.3 amperes.
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11. Software Performance

11.1 DEP and SP Performance

The DedicatedExperimentProcesso{DEP) and SpectrometeProcessof{SP) performed
virtually flawlesslyduring the Astro-2 mission,asthe few anomaliesvhich occurredwere either
correcded by systemredundancyor hadno operationaimpact. Both the DEP andthe SPwere
powered up and loaded at the beginning of the mission, and ran continuously throughout the mission
until powered off at the end of the misson. Therewere no crashes, resets or MMU reloads. Section
11.2 below describes the software anomalies that occurred and their resolution.

11.2 Anomalies
11.2.1 Scan Count Low Errors

On two occasionsduring the flight, the "HSP>SCANCOUNT ." error messagavas
received while the Spectrometer Processor was in high time resolution mode with the detector off.
This is causeduy a softwareerror that allows these messages to be generated erroneously in some
cases; there are no other adverse effects besides the incorrect error messages.

The problem occursin the performancenonitoring softwarethat checksfor reticonscan
counts too low (< 1900 scans per 2 seconds). In high time resolution mode, the SP sends periodic
histogrammessageso the DEP onceper minutein additionto the regularhigh time resolution
messges evely 2 semnds. The DEP software was designed to check the scan counts in the regular
high time resolution messages but not in the periodic histograms, which may not cover exactly one
2 seond period. However, the cheding code does not lock the SP data buffers, with the result that
the data can be updited during the chedking process Specifically, the DEP software can read the SP
messagéype as "high time resolution”,but a periodic histogramcanthenbe receivedbeforethe
softwarecheds the scan count. Asaresult it tetsthe scan count value from the periodic histogram,
producing the error message.

This error condition is causedoy the software’sfailure to lock the SP databufferswhile
checking the scan count value. Itis very infrequent due to the small time window during which an
incoming periodic histogrammessagenustarrive to createthe symptom. The problemhadno
adverse effects other than operator inconvenience, and did not affect the science data.

11.2.2 Inverted Spectrum on Video

Severd times during the flight, while observing bright targets using video mode "spectrum”
or "down spectrum" the sciencehistogramon the video display suddenlybecameanverted. The
norma display hasthe baseline at the bottom of the display, with spectral lines extending upward to
amaximum of 1/4 of the display height. When the problem occurred, the histogram display had its
basdline at the top of the display, and the spectral lines extended downward. Clearing the histogram
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through the Payload Specialist or ground command corrected the histogram orientation.

The source of this problemwasthe softwarethat generateshe histogramdisplayon the
video image. Theroutinethat rescales the histogram values to fit within 1/4 of the screen produced
adivison by zero if any hissogram display bin not in a pre-defined airglow line saturated with a value
of 65,535. The resulting division operationproducednegativelength valuesfor the vertical
segments makingup the histogramdisplay,which wrappedaroundthe bottomof the displayand
appeared on the upper 1/4 of the display.

Sincethis was a problem with the display software only, it did not affect the science data in
anyway. Whenthe causeof the problemwasdiscoveredihe questionaroseasto why the same
problemwasnot observedduring Astro-1, sincethe errant software routine had not been changed
between missons. Thereason for thisisthat during Astro-1, HUT was not sensitive enough and the
on-target observing times were not long enough to saturate a non-airglow spectral line!

11.2.3 Doubled Scan and Photon Counts

During several observations of faint targets, the photon count and scan count reported with
the SpectrometeiProcessodatawould simultaneouslyoublefor 2 secondsthenreturnto their
norma ranges. Thisbehavior repeated periodically, sometimes as frequently as every 5-10 seconds.
Immediately after the quit for each affected observation, the anomalous behavior ceased.

The cause for this problem was tracel to an interaction between the DEP software that reads
data from the SP and the softwarecontrolling video image acquisition. Both routines use a common
database, and the image aaquisition routine locks acces to the database while it acquires each image.
For short TV cameraexposures this presents no problem, but for exposures of more than 2 seconds
the SP data communications routine is locked out long enough to miss an SP data collection cycle.
Two seoonds later, the DEP reads the next set of SP data, but it represents two collection cycles and
therefore the scan and photon counts are doubled.

The only TV cameramagnitudeghat usean integrationtime of morethan2 secondsare
magnitudes19 or 20, which werein usewhenevetrthis problemwasobserved. The problemhad
little or no impacton sciencedatasincethe histogramaccumulateaontinuouslywithout loss of
data. All recorded ocaurrences of the anomaly werein histogram mode; in high time resolution there
would be a chance of loang some high time event data due to filling the buffer before the end of the
double-length data collection period.

11.2.4 Memory Parity Errors
The DEP recorded5 parity errorsduring the mission. The first threeerrorsall occurred
within a 10 secondperiodasthe orbiter approachedouthAmericaover the Pacific Ocean but

cleaty before entry into the South Atlantic Anomaly (SAA). The fourth error occurred squarely in
the SAA, while the fifth happened several hundred miles off the east coast of Florida, 10 hours after
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the previous SAA passage and amost 2 hours before the next. For what it's worth, the parity errors
ocaurring outside the SAA roughly outline the area of El Nifio and the Bermuda Triangle. The time
of the parity errors and the nearest SAA is shown in table 11-1.

GMT MET Closest SAA CTI(';‘(SS?SOZ\“A
068:16:07:05 | 07/09:28:52 | 07/09:36 - 9:50 0:07
068:16:07:11 | 07/09:28:58 " 0:07
068:16:07:15 | 07/09:29:02 " 0:07
070:12:22:04 | 09/05:43:51 | 09/05:36 - 05:56 in SAA
073:00:42:52 | 11/18:04:39 | 11/19:54 - 20:03 1:50

Table 11-1

The DEP's redundanmemorysystemdetectedand correctedtheseerrors,andoperation
continued unaffected. This observation of 5 soft errors during the 16 day mission is well within the
range of predicted errors. It was expeded that ahigher fraction of the soft errors would occur in the
SAA, but the smal number of errors do not provide enough statistics to draw any firm conclusions.
This is especiallytrue sincethe threethat occurredtogethercould have beerausedy the same
radiation event.

For example, if the errors occurred virtually simultaneously, but in the backup memory or in
cdlsof the main memory that are not frequently accessed by the main program, they would only be
reveded by the memory"scrubber"process. This procesaisesall otherwiseunusedCPUtime to
read and refreshall randomaccessmemory, thus forcing a parity check and hardwareerror
corredion if necessary.Sincethe scrubbermprocessunsat the lowestpriority in the systemit is
easily possiblethatit would take 10 secondgo cycle throughthe entirememoryspacegspecially
during video processng. Thiscould cause a 10 second delay between reports of errors that actually
occurred at the same time.

Dueto Astro-1 experience (only 1 DEP parity error during the entire mission), and data from
other satelliteswhich providedimprovedSAA models,the SpectrometeProcessowasoperated
through most SAA passages without hibernating for most Astro-2 observations. Since the SP only
deteds and corrects errors during hibernation, it was commanded to hibernate several times during
the misson to correct possible accumulated errors. The SP does not report any single errors that it
isableto corred, so it isimpossble to know whether the SP had any single parity errors. However,
the fad thatit alwaysreturnedfrom hibernationindicatesthat no morethat onepatrity error ever
occurred between hibernations.
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12. Mechanical Structure

The mechanicaktructureof the instrumentapparentlywasagainadequatdor thetask. The
only noticedle change between the preflight and flight conditions was a slight difference in the focus
of the TV camera. However,this could be from any numberof factorsthat are not necessarily
related to the mechanicabtructureof theinstrument. Noneof theflight dataindicatedany other
changes. Post-flight inspection of the instrument also indicated no problems.

Note that a stressanalysis prior to Astro-1 showed that the bolts that mount the forward baffle
sedion and the door deck to the Forward ECC were only to be used for a single flight. These bolts
werereplacedprior to flight with equivalenthardware. Theywould needto be replacedagainfor
another flight.
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13. Mission Operations
13.1 POCC Operations

The HUT areaof the POCC was nominally staffed by 11 persons. Of these, six were scientists,
four were engineersor programmers,and one was administrativesupport. This document
concentrates on the work done by the engineers and programmers.

For Astro-2,three8-hourshifts were implemented to support mission operations, as opposed
to the two 12-hour shifts utilized during Astro-1. The decision to work three shifts was based on the
experiencefrom Astro-1, whenpersonnebecamenoticeablytired towardthe endof the mission.
BecauseAstro-2 was to be a significantly longer mission, the situationwould be evenworse.
However,staffing three shifts was not a simple task, as 33 people are not normally required on the
HUT teamto supportpre-missionactivities. To overcomethe staffing shortagemore graduate
studentsweretrainedfor POCCduty, four guestinvestigatorgoined the POCCteam,personnel
were cross-trainedfor different positions,andthe dutiesof two positionswere coveredby one
personon someshifts. Two engineersrom KSC andonefrom MSFCwereableto join the HUT
engineeringeamat the POCC;all threehadbeen involved with HUT prior to the mission in some
cgpadty. The pre-misson smulationsat MSFC were invaluable in training the HUT team for POCC
operations, particularly thosewith no Astro-1 experienceand for resolvingmany of the issues
related to supporting three shifts during the mission.

The duties of the engineers and the programmers were to monitor, troubleshoot, and fix all of
theflight andground-basetiardwareandsoftware. One instrument engineer provided support to
the air-to-groundleadwith currentandupcomingoperational issues, and kept the engineer's flight
operdionslog. The otherinstrumentengineemonitoredandloggedthe currents,voltages,and
temperaturesvailablein the telemetry, kept the engineer's timelines and as-run target book up-to-
date, and gathered data needed for troubleshoating adivities. The software engineer was responsible
for uplinking ground commands, troubleshooting flight software problems, and resolving questions
about flight softwarefunctioning. A programmermonitoredthe ground supporthardwareand
software, tracked the real-time and playback downlinked data flow, and was responsiblefor
recording and archiving the data onto disk and tape.

The level of technicalstaffingfor the missionwasadequate .Because¢hereweresofew real
instrument problems, the engineers were not heavily taxed at all times; however, there were periods
which requiredall the availableengineeringpersonnel. Threeshiftsmadeit moredifficult to keep
tradk of issuesfrom shift to shift, but the benefitof moretime awayfrom the POCCmore than
compensated for this difficulty. At least for the engineering team, fatigue was not a problem during
Astro-2.

13.2 Ground Support Hardware

The major elements of the Astro command and data loop are shown in figure 13-1. During
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HUT Astro-2
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Astro-1, both orbiter DDU's failed and the ground commandloop becamethe single method
available for commandinghe instrumentsand Spacelalsubsystems Originally intendedonly for
occasional use, it proved critical to the success of the mission.

Basedon the Astro-1 experiencegroundcommandingvas utilized asanintegral part of the
instrument operaionsfor Astro-2. In general, the payload crew handled the normal flow of science
observationsandwereresponsibldor keepingthe instrumentoperationson the plannedtimeline.

This involved configuringthe IPS andthe instrumentdor the upcomingobservationperforming

target acquisitions,andstartingandstoppingobservationsccordingto thetimeline. The POCC,
through the ground commandloop, was responsiblefor last minute changesto instrument
configurations, real time changes during an observation, and many of the special procedures unique
to individual observations. The POCC also helped to lighten the command load on the crew during
very busy times, in particular during initial instrument activations and while performing
troubleshooting procedures.

Sharing the commanding responsibilities in this manner worked very well for Astro-2. Astro is
avery command-intensive payload, and the dual command loop capability added both flexibility and
redundancy to theinstrument operaions. The flexibility helped to maximize the observing efficiency
of theinstrumentswhichin turn increasedhe sciencereturnfrom the mission. The commanding
scenario usedfor Astro-2 was probablythe most operationallyefficient available,taking good
advantage of the capabilities of both the payload crew and the POCC.

The command anddata systemat the POCC consistedof the MSFC-providedperipheral
processosystemandthe JHU-providedtelemetryandgroundsupportequipmen{TEGSE). The
peripheral processosystemproduceddatathat was mainly usedto mimic the payloadspecialist
displays. It wasalsousedto do all groundcommandingof the instrument. Many custom-made
displays were produced for this system, but few were used during the flight. Those that were used
involved datathat was not availablein the HUT HRM datastream,suchas other instruments’
pointing errors and Spacelab subsystem telemetry.

The TEGSEcomprisedwo parallel data paths. Each path consisted of a telemetry processor
(FALCON) anda SunMicrosystemsomputer. The FALCON decommutatedhe raw telemetry
data, transferred it to the Sun over an 8-bit parallel DMA link, and generated RS-170 video output
from the digitally downlinkedHUT images. Therewere two Sun computers, HUTSUN and
HUTSTAR, both SPARCstation 2's. Each Sun had a console and several terminals, through which
different POCC positions could access the data simultaneously.

Thereweretwo reasonsfor having parallel data paths. First, data came from two sources (live
and playback) because of the TDRSS coverage during the flight. Coverage was limited at times by
the orbit, the shuttleattitude,andotherhigh priority TDRSScustomers.During TDRSS Loss Of
Signd (LOS) periods, datawas stored on the shuttle in the High Data Rate Recorder (HDRR) or the
Payload Recorder. Thesedatawould thenbe dumpedto the groundduring AcquistionOf Signal
(AOS) periods while live datawere alsodownlinked. A FALCON/Suncombinationcould only
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handle one data stream at atime, o two sysemswere required. One system, HUTSTAR, was used
to collect live data. This wasthe systemthe engineersisedto monitor the telescope'sondition.

The secondsystem,HUTSUN, was usedto collect playbackdata. It was also usedby the
astronomers to monitor the quality of the data that was gathered. The second reason for having two
systemswasto havea backup. HUTSTAR wasthe primary real-timesystem but if HUTSTAR
failed, HUTSUN could be reconfigured to process the live data stream in just a few minutes.

Eadh data path also had the ability to saveand archivethe datathat camein. Each Sun
computer had 600 MB of hard disk space reserved for storing HUT data. Each system also had an
8 mm Exabyte tape drive. Whenthe disk space became full, it was archived to 8 mm tape for future
use. Thiswasimportant becaise it provided the scientists with data immediately after the flight. The
Spacd_ab Data Processingacility at MSFC provideda completearchiveof the HUT data. This
was delivered on CD within threeweeks of the flight but the data was in a binary format that needed
to be processed into aformat usable by the scientists. This data was not available in a readable form
until severd months aftertheflight. The initial scientific results were derived from the data archived
by the TEGSE.

The software for the TEGSEwaswritten by many different peopleat JHU. This software
processed the data stream, saved the data to disk, and archived the data to tape. The rate at which
the dataweresaved to disk was controlled by the software. The Suns were able to save data to disk
a thered-timerate of one dataframe every two seconds with no loss of data. At the 2 second save
rate, disks would fill up and require archiving every 24 hours.

The TEGSE software also createddisplayswith which the engineerscould monitor the
instrument. It createdlog files of the engineeringparametersand the commandsso that the
engineers had accesdo a full history of the flight at all times. It also providedthe capability of
plotting engineeing paraneters over time. Overdl, this software proved to be very valuable for real-
time instrument health monitoring, and for troubleshooting the few problems that did arise.

13.3 Mission Documentation

The HUT engineeramadeuse of many of the documentghat were producedby JHU and
MSFC. These included severalvolumesof the PayloadFlight Data File (PFDF), the HUT
Engineeing Manud, the DEP SoftwareRequirements Document, various available timelines, and the
HUT Engineering Logbook.

The PFDF documents used by the engineers included the HUT Payload Operating Procedure,
the Joint Operations (JOPS) Payload Operating Procedure, the Payload Systems Handbook (PSH),
the Joint OperationsTargetProcedureBook (JOTP),the TargetBook, andthe PayloadCrew
Activity Plan (PCAP). The HUT and JOPSPayloadOperatingProceduresvere usedduring
adivation and troubleshootingactivities to follow what the payload crew was doing. The
malfunctionproceduresverenot heavily utilized dueto thelack of problems encountered, but the
few that were executedworked as intended. The PSH was referredto severaltimes during
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experiment safing and recvety procedures asociated with water dumps and a leaking RCS jet. The
JOTP Book and Target Book were essential in preparing for upcoming observations and in keeping
tradk of the current observation. The Target Book pages were produced by JHU, for the most part
prior to launch. The JOTP pages wereupdated and reissued by the MSFC File Manager throughout
the mission, in synchronizationwith the twelve hour replancycle. This was necessandue to
constant revision of existingtargetprocedureshatoccurredastargetswerereplannecandasthe
instrument operation was better characterized. The PCAP is discussed later.

All of the PFDF documents mentioned above wereextengvely revised for Astro-2, updating and
expandingheinformationcontained in the Astro-1 versions, and bringing formats into conformity
with JSC standards. For the most part, these revisions aided the engineers in supporting the mission.
MSFC did an excdlent job in producing these documents, and there are no suggested improvements
from the HUT engineering team.

The HUT Engineeing Manua was produced by the JHU engineering team prior to Astro-1, and
revisedfor Astro-2. It is basicallya hardwaremanualfor the instrumento aid in troubleshooting
and understanding syssems issues. It was not utilized heavily during the mission, as there were very
few HUT problemsto diagnose.It did proveto be a usefulreferencefor the non-JHUengineers
who supported the HUT team in the POCC.

The DEP Software Requirement®ocumentwas producedby the JHU/APL softwareteam
earlyin the history of the HUT program, and was updated to revision F for Astro-2. This revision
incorporates the changesnadeto the DEP softwaresince Astro-1, as describedn 83.3 of this
document. The engineersnadeextensiveuseof this documenitn preparingfor the mission,and
during the flight it was used to validate uplinked commandsand to gain insight into
software/hardware interactions not observed during ground testing.

The varioustimelines,suchasthe PCAPandthe JHU-produced IMBRAM, wereusefulin
preparing for upcomingobservations.The engineeringgroupreferredto boththe PCAPandthe
LIMBRAM constantly. The biggestproblemwith the timeline documentatiorwas the lack of
accurateTDRSScoveraganformation. Althoughthis couldnot be helped, it was a hinderance to
the POCC's ability to support mission operations.

The HUT EngineeringLogbookwasusedto recordnominal operations problems,andtest
resultsin a structuredform. It was valuablein helpingthe transferof information during shift
changes, which was very important due to the use of three shifts for Astro-2. In addition, it provides
a useful recordof on-orbit operationsirom the HUT engineeringeam'sperspectiveaswell as
documentatiorof all HUT instrumentproblemsencountere@dndtheir resolutions through the end
of mission.

13.4 Mission Timeline

The official timeline (the PCAP) prior to launchcoveredonly activation (MET 0/00:00-
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1/00:00), I1PS stow chedks (13/06:00 - 13/12:00), and deactivation (14/18:00 - 15/18:00). All other
periodswereblank,dueto the extensiveamountof replanninganticipatedor any shift containing
scienceobservations. PCAPsfor the blank periods were uplinked on a shift-by-shift basis during the
mission in synch with the replan cycle.

Activation was hampered early on by problems getting the DDS's activated. Because both the
instruments andthe IPS requireheavycommandingduring the activationperiod, this causedhe
misson to fall behindthe timeline. To makeup time, somefunctional objectives(FO's) were
completed by ground command, afew non-critical FO's were deleted, and others were postponed to
later shifts. By the endof the first day, the missionwas aboutthree hoursbehindthe nominal
timeline.

Science observations began on the seand day of the mission. Problems were encountered with
theinitial target aayuistions, however, and much of the early science data was missed. The problems
weremostly theresult of the steep learning curve of the IPS on-orbit, and a great deal of effort was
appliedto understandingnd optimizing the IPS acquisition procedures. By the end of the second
day, the problems had mostly been ironed out and observations were proceeding in a routine manner
on the timeline.

The engineeing team was not involved in replanning activities, except to check upcoming target
procedures for instrument safety issies and to dert the replanners of any instrument conditions which
could have animpad on future observations. A complete set of target procedures for the upcoming
(12-hour) shift was distributed every replan cycle, and this made it much easier for the engineers to
keep track of the replaninformation. One engineerwas responsiblefor reviewing the updated
procedures,and highlighted all stepsinvolving HUT in each procedure. The reviewed and
highlighted pages werethen incorporated into the as-run target book, which the air/ground lead and
engineersrelied on for up-to-datenformationaboutthe currentandupcomingobservations.The
only shortcoming was that there was usually not enough time for a thorough review of the updated
procedures before the final target pages were generated, but this was due to time constraints the file
manager was under in order to generate the updated pages in time to uplink to the crew for the next
shift. Therewasalwaystime to review the proceduresdeforethe next shift, however,and any
changesould be easily implemented in real time using Target Update Forms. From the engineers'
perspective, the replan system worked very well.
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14. Status of HUT for Reflight

If HUT isto bereflown as part of an Astro-3 mission, a moderate amount of rework and testing
will berequrred. Thisamount would generally increase the longer the interval between flights. The
single unknown involved is the effect of time on the spectrograph detector.

14.1 Optical System

The efficiency of the primary mirror coating appears not to have degraded significantly. This is
based upon the predicted effedive areaof the instrument versus the in-flight measured effective area,
aswell as pogt-flight testing of the witness mirrors. The reflectivity of these mirrors has fallen 20%
at1608A and 10% at 920 A since they were coated in July, 1993. Most of this decline was in the
monthsimmediatelyfollowing the coating. Althoughtherewaslittle changan the witnessmirror
present in the mirror cell during the flight, the other witnessmirror saw a 20% decline. The
placement of these mirrorsrefled different environments, however. The witness mirror in the mirror
cell is essentially sealed from any direct path to the outside of the telescope. The witness mirror in
the Forward ECC is positionedbetweenthe front of the Metering Cylinder andthe back of the
spedrograph. Althoughthis positionis somewhaprotectedrom the outsideenvironmenty the
bafflesin the Forward ECC, it is only one rebound from the entrance aperture of the telescope. In
atitudes near the RAM constraint, atomic oxygen can reach the surface of this witness mirror by a
singlebouncefrom eitherthe baffle behind it or a spectrograph mounting arm. This is not true for
the primary mirror, S0 the degradation noted in the Forward ECC witness mirror may not accurately
reflect the condition of the primary mirror.

Thetelevison cameracould easily be flown as is, provided that it is not left unoperated for any
long periodsof time. If it canbe run the nominal24 hoursevery 75 daysuntil the nextflight, it
should work well. 1t is currently being maintained using GSE. If the time between flights is years,
the cameramight alsorequiresometuning adjustmenprior to flight. Thelargestarimagesseen
with the instrument,while not desirable hadlittle effecton the operationsduring the flight. An
adjustment of the TV camerafocus would be desirable,althoughthis would require a partial
dissssembly of theinstrument. However, this would not force a telescope realignment and could be
accomplished in less than one week.

The condition of the spedrograph is the biggest unknown for a reflight. The degradation in the
detedor noted prior to and during the flight suggest a steady decline that could require replacement
of the detedor. This would be a lengthy proceduresinceit would not only requirea complete
redignment of the instrument, but also development work on new microchannel plates (MCP). The
MCP'sflown for Astro-2 were purchasedn 1988from Varian, a companythat no longermakes
them. Severd setsof new MCP'swere purchasedrom two other manufacturersn 1992 for
installation in SpectrograpiC, but thesehad poor quantumefficiencies. It is not known where
acceptable flight quality plates could be purchased.

Unlike the delay-plagued Astro-1, the internal vacuum ion pumps did not get used excessively
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for Astro-2. While thefirst internalvacuumion pump(VIP #1) hasusedup 28% of its maximum

rated life, VIP#2is virtually unused. Since previous experience has shown pump failure as early as
40% of manufadurersrated life, VIP #1 should not be used for extended periods of time. It would
be useful as a backup since it showed no signs of aging in operation during the flight.

14.2 Electrical System

Therewereno faillures of any of the electronics on HUT during either mission. The electronics
would be ready for reflight immediately. The concern here is if the length of time between reflights
isvery long. Some of the eledronic parts are already 12 years old. Eventually, some will fail due to
old age. The bestway to checkthis is to performa thoroughtestof the entireinstrumentwhile
accessis gill available in case of aproblem. Thefailure of the DEP during the August, 1994, ground
test was a cause for concern. However,this wasnot a partfailure dueto age,but rathera board
failure related to the fabricationmethodandrepeatedhermalcycling. In effect,it wasan"infant
mortality" failure which took years to appear. Replacing the flight DEP with the spare DEP would
actuallyincreaseherisk sinceit hasnot beenthermalcycledasoften. In addition, the spare DEP
was made from components manufactured at the same time as the flight DEP, so the age concern of
the components would still be an issue.

14.3 Mechanical System

All indications from the flight show that the mechanical system is sound. The bolts that mount
theforward baffle section and the door deck would need to be replaced. This is due to mechanical
congderdions known before Astro-1, and is described in 8§12 of this document. When the forward
baffle sedion isremoved, the door "closed" telltale that was misaligned on orbit will be checked and
adjusted as required. Otherthanthis minor changeandwhatis neededo supportany optical or
electronic system repairs, no other mechanical rework is anticipated.

14.4 Changes for Astro-3

In the event of another mission, the following changes and enhancements would be considered
for HUT:

® Lookinto reducing the power of the heater at the rear of the spectrograph (H11). This heater
appeared to be oversized, which caused the temperature to overshoot.

® Condgder putting addtional temperaure sensors in the front end of the telescope and around the
grating end of the spectrograph.

® Consider adding heater and main bus voltage monitors.

® Modify the softwareto havedifferentlower andupperheateralarmthresholdsandfor each
temperaure sensor to be treaed as an individual performance monitor instead of monitoring the
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outputs of all 14 sensors as a group.

Modify the software to clear the histogram when more than 65535 events occur in a single bin
so that the displayed histogram will not invert during long exposures.

Modify the softwaremonitoring of the invertercurrentto only signalan alarmif the limit is
exceeded for two consecutive readings.

Add a motor to the TV camerafocus mechanisnto allow independentocusingof the TV
camera and spectrograph in flight.

Modify the software to keep track of the number of detected SP parity errors.

Consideraddinga featurethatwould reportif guidestarsaresaturated.This would alert the
POCC that an increase in camera settings is not desired.

Consider replacing the mirror positioning pots that showed "dead spots."

Modify the software so that a BEGIN commandwould not redefine the guide stars.
Redefinition of guide stars should be made a separate command.

Modify the software to close the slit wheel prior to moving other mechanisms when a QUIT is
issued. The detector is the most important component to protect, it should be safed first.

Modify the softwareso thata softwareintegrationvalue of 1 doesnot rescalethe maximum
pixel value to 15. A value of 1 is only used to automatically save video data.

The amount of time and effort available to perform these changes would be the deciding factor

in their implementation. Most of the software changescould be incorporatedwithout impact
provided that ground testing is possble for debugging. Most of the hardware changes would require
disassembly and subsequent realignment.

It should be emphasizedhat with the possibleexceptionof the spectrograpldetector,the

instrument requires no alteration to be ready for another flight. The replacement of the bolts on the
Forward Baffle Asembly can be accomplished in a single day, and would require no realignment of
the instrument. While the different focus positionsof the TV cameraand spectrograptwere
undesirable, they had little impact on the mission.
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15. Conclusion

After 2 1/2 yearsof refurbishment&andupgrading,animprovedHUT instrumentwas flown
aboard the space shuttle Endeavour as part of the Astro-2 mission. The greatly improved pointing
stabili ty of the IPS made possble an observing efficiency exceeding 60%. This, in combination with
the extendedduration mission,yielded 205 hours of on-targetintegrationtime, a factor of five
improvement over Astro-1. The improved efficiency of the instrument (more than a factor of two)
enabled obsevations of fainter targets, including the successful observation of the quasar 1700+64.

The engineering performanceof HUT was expectedto be very good, basedupon its
performance during the Astro-1 mission. It was known that the design, construction, and testing of
HUT were first-rate; however, there was still the potential for many problems, especially in light of
the newdetectorandthe nearcompletedisassemblyf the telescope during the mirror changeout.
Onceagain, HUT performed exceptiondly well. The problems that arose were few in number, minor
in nature, and had no impact on the observations made with the instrument.

HUT was designed for multiple flights, and the reflight on Astro-2 proved the robustness of its

design. HUT has demondtrated its ability to gather valuable scientific data, and it is believed that the
instrument could be made ready for reflight in short order.
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Appendix A:  List of Acronyms

ALT
AOS
APL
BOS
CCuU
CH
DC
DDU
DEP
EBOS
ECAS
ECC
ECOS
EM
EST
EXP
FO
GMT
GSE
GSFC
HCE
HDRR
HRM
HUT
HV
HVPS
IPS
IRS
JHU
JOPS
JOTP
JSC
KSC
LIMBRAM
LOS
MCP
MET
MLI
MMU
MSFC
NDF

Alternate (Procedure)
Acquisition of Signal

Applied Physics Lab

Bright Object Sensor

Camera Control Unit

Camera Head

Direct Current

Dedicated Display Unit
Dedicated Experiment Processor
Earth Bright Object Sensor
Experiment Computer Application Software
Environmental Control Canister
Experiment Computer Operating System
Electronics Module

Eastern Standard Time
Exposure

Functional Objective

Greenwich Mean Time

Ground Support Equipment
Goddard Space Flight Center
Heater Control Electronics

High Data Rate Recorder

High Rate Multiplexer

Hopkins Ultraviolet Telescope
High Voltage

High Voltage Power Supply
Instrument Pointing Structure
Integrated Radiating System
Johns Hopkins University

Joint Operations

Joint Operations Target Procedures Book
Johnson Space Center

Kennedy Space Center

JHU Generated Time Line Plot
Loss of Signal

Microchannel Plate

Mission Elapsed Time

Multilayer Insulation

Mass Memory Unit

Marshall Space Flight Center
Neutral Density Filter (Mechanism)
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0&C
PCAP
POCC
PFDF
PSH
RCE
RCS
RFC
SAA
SAD
SBOS
SIM
SIT
Svi
SP
STS
TDRSS
TEGSE
TT
TVC
uv
VIP

Operations and Checkout

Payload Crew Activity Plan
Payload Operations Control Center
Payload Flight Data File

Payload System Handbook
Reticon Control Electronics
Reaction Control System

Request for Change

South Atlantic Anomaly

Small Aperture Door

Sun Bright Object Sensor
Simulation

Silicon Intensified Target

Software Video Integration
Spectrometer Processor

Space Transportation System
Tracking and Data Relay Satellite System
Telemetry Experiment Ground Support Equipment
Telltale

Television Camera

Ultraviolet

Vacuum lon Pump
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