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This report summarizes the highlights of recent calibration work.

1. Wavelength Calibration

e Software Rehosting Status

The conversion of Sigma-9 wavecal software, as used in current IUESIPS production pro-
cessing, to VAX MIDAS/FORTRAN format and testing of the high-dispersion wavecal
processing software has been completed. Occasional discrepancies still exist between the
individual dispersion constants for high-dispersion wavecal images, as derived by the VAX
code, when compared with their Sigma-9 counterpart. These differences are rendered neg-
ligible, however, when the individual dispersion constants are averaged together to produce
a set of mean dispersion constants. The line and sample positions, as determined from each
set (Sigma-9 and VAX) of mean dispersion constants, differ by no more than one-tenth
of a pixel. Both high- and low-dispersion wavecal images are now processed on the VAX
computer and the master dispersion constant file is automatically updated. All remaining
items that were pending from our previous reports have been successfully converted and the’
current processing backlog of wavecals has been eliminated. The master dispersion constant
file has been analyzed and updated values for the mean dispersion constants and the time
and temperature dependent coefficients have been generated.

e New Dispersion Relations for IUESIPS

The mean dispersion constants and correlation coefficients have been updated for current
IUESIPS using data taken prior to August 1991. The last update to the dispersion rela-
tions, as used in production processing, was April 1988 at GSFC. The estimated error in
wavelength assignments for 1991 data as a result of using the outdated coefficients can be
summarized as follows. The SWP camera shows shifts of approximately 8.5 km s~! along
the spectral orders in high-dispersion and slightly less than one A in low-dispersion. The er-
rors along the orders in the LWR are around 3.5 km s~! for high-dispersion and almost one
and a half A in low-dispersion. The errors in the LWP data are not noticeable as the time
dependent variations are insignificant. Spectral motions perpendicular to the dispersion are
of no consequence as they are compensated for during image processing.

II. Flux Calibration for the Final Archive

¢ Observations. Following the recommendation of the Final Archive Definition Committee
and the recent Three-Agency agreement of using the white dwarf models as the basis of
the Final Archive IUE flux calibration, we report that all the observations of white dwarfs
and of the “traditional” flux calibration standard stars have been completed. A total of
199 low-dispersion spectra of 9 white dwarfs and 8 high-dispersion images of the 2 primary
white dwarfs have been obtained at Goddard, using approximately 32 hours of US1 time
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and its appearance as second order light in the LWP wavelength range. It is evident that
objects with stronger UV fluxes at short wavelengths should present the larger incidence
of second order light in the LWP camera. In this category, the white dwarf stars, which
have been chosen as the flux calibration standards for the IUE Final Archive, are certainly
affected by this spectral artifact.

IV. Analysis of the Temperature Dependent Coefficient as a Function of Wave-
length

TUE flux values can be corrected for variations in camera sensitivity as a function of THDA
(Camera Head Amplifier Temperature) using the temperature dependent coefficients as de-
rived from the sensitivity monitoring analysis. The temperature coefficients assume that the
response of the camera to THDA is independent of wavelength. A test of this assumption
was performed by deriving temperature coefficients for several wavelength bins and analyz-
ing the results. The plotted data seem to indicate that there is little or no dependence of
the temperature coeflicients on wavelength for the LWP and LWR cameras, whereas the
SWP shows a slight dependence. The calibration group recommends using, at least, a con-
stant correction for the LWP and LWR cameras, while the SWP temperature coefficients
could be represented by some sort of fit (linear, polynomial, etc.). Assuming a “worst case”
scenario, where the camera temperature differs from the reference THDA by five degrees,
the LWP flukes would be in error by approximately one percent, the LWR by almost four
and one-half percent, and the SWP by about two and one-half percent. We would like to
generate fluxes with an internal accuracy of one to two percent for the IUE Final Archive.
The corrections made by the temperature dependent coefficients are of the same order, so
their inclusion is worthwhile.

V. FES Photometric Calibration

e Old Reference Point (-16,-208). Since this reference point was used from August 1,
1979 to January 22, 1990 at GSFC, and to July 23, 1990 at VILSPA, the data acquired at
this location are considered a complete set. Efforts are underway to finalize a new color
and photomultiplier dead-time corrections for this calibration. In addition, new sensitivity
degradations, represented by third degree polynomials for both underlap and overlap modes,
have been derived considering the focus dependence (0.022 [A?—fws;c—f%]), which accounts

for much of the external scatter in FES data (Pérez et al. 1991).

eNew Reference Point (-144,-176). The on-going ‘FES anomaly’ experienced after
January 22, 1991, where additional background scattered light was detected in the FES
mainly at high beta attitudes, has made useless the previous photometric calibration of this
reference point. However, a recent test carried out on September 29, 1991 where overlap
UBYV standard stars were re-measured and compared with pre-anomaly FES data, confirmed
that for stars with V' > 7 a true value of the FES counts can be recovered by subtracting
the counts seen'by the FES when the object is in the large aperture (SWLA or LWLA).
to the counts recorded at the reference point at the time of the acquisition. This can be
expressed as,

Counts(true) = Counts(R.P. = OUT) — Counts(LGAP = IN), (1)
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We note that both kind of counts are recorded in the GSFC scripts. The counts (IN)
were similar within the incidental errors, to the counts measured at the four quadrants
of the FES, hence, the former are an accurate measurement of the actual background.
Additionally, there was no difference between the counts seen by the FES at the reference
point or at the location of the large aperture when the star was in the aperture. For brighter
stars (V < 4) the counts (IN) are heavily contaminated by stellar scattered light when the
star is in the aperture. In these cases, the counts at the reference point with the star in
the aperture represented a better estimate of the true background. Luckily, for these bright
stars the background is relatively small that, in general, any correction is unnecessary.
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